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The Use of Sweep and Dihedral in
Multistage Axial Flow
Compressor Blading—Part I:
University Research and Methods
Development
This paper describes the introduction of 3-D blade designs into the core compressors for
the Rolls-Royce Trent engine with particular emphasis on the use of sweep and dihedral
in the rotor designs. It follows the development of the basic ideas in a university research
project, through multistage low-speed model testing, to the application to high pressure
engine compressors. An essential element of the project was the use of multistage CFD
and some of the development of the method to allow the designs to take place is also
discussed. The first part of the paper concentrates on the university-based research and
the methods development. The second part describes additional low-speed multistage
design and testing and the high-speed engine compressor design and test.
@DOI: 10.1115/1.1507333#
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Introduction
The design of multistage axial flow compressors has been revo-

lutionized in recent years by the development of three-
dimensional multistage viscous calculations~CFD! and the avail-
ability of the computational power to allow these methods to be
used extensively in the design process. This was demonstrated by
Rhie et al.@1# and LeJambre et al.@2# who were the first to pub-
lish a description of the use of such techniques in the design of an
engine multistage compressor. As part of that work they used
multistage CFD to allow them to introduce tangentially bowed
stators and rotor hub wall contouring into the design. This was
backed up by research testing on similar stator designs reported by
Weingold et al.@3# which was carried out on a medium-speed
research rig.

This paper describes the elements that went into a similar
project at Rolls-Royce. These included research at two universi-
ties, integrated 3-D CFD design methods development and high-
speed rig testing. It culminated in the successful incorporation of
3-D rotor and stator designs into the core compressors of the Trent
500 engine. An overview of the project and the philosophy
adopted is given in the next section.

The use of three-dimensional design concepts is not new. It has
long been recognized that such methods can be used to reduce the
losses in compressor blade rows. Before the availability of 3-D
CFD, ‘‘end-bend’’ designs based on experimental research pro-
grams were in use for some years. Examples of this in the open
literature include the work of Wisler@4# on a low-speed research
compressor and that of Freeman@5#, both of which led directly to
application in engine compressors. These were based on heuristic
concepts applied to blade rows in isolation. Other approaches,
incorporating simple models into throughflow methods have been
used in industry for multistage compressor design to adapt 2-D to
3-D blade shapes. This approach depends very much on the ap-
propriateness of the model introduced to allow for three-

dimensionality. Multistage CFD takes away this aspect of the
problem and allows coupling of the blade rows to be included,
avoiding mis-matching in the axial and radial directions. An in-
vestigation of such interactions was reported by Graf and Sharma
@6# where they showed that a tangentially bowed stator design
reduced the stability margin of a compressor by affecting the rotor
operation.

Low-speed experimental research into the use of sweep and
dihedral in cascades or stages has been the subject of many pa-
pers. Breugelmans et al.@7#, Breugelmans@8# and Sasaki and
Breugelmans@9# investigated a compressor cascade and showed
that the endwall losses could be considerably reduced by using
dihedral at the ends of the blades. Tweedt et al.@10# used sweep
on the stator of a low-speed stage. They showed improved perfor-
mance although the sweep was achieved by increasing the chord
of the stator in the endwall regions which made it difficult to
distinguish the effects of sweep alone. More recently, the work of
Staubach et al.@11# and Inoue et al.@12# have shown that rotor
performance may also be improved by 3-D design. Sweep has
been successfully applied to fan rotors at high Mach numbers
~Wadia et al.@13#, Hah et al.@14#!.

Project Overview
A good understanding of the 3-D flow physics within compres-

sor blade rows is necessary to underpin a fully-3D design philoso-
phy and exploit multistage 3-D Navier-Stokes analysis techniques
to their full potential. The close links between Rolls-Royce and
the University of Cambridge have led to a succession of Rolls-
Royce engineers working for PhD degrees at the Whittle Labora-
tory. Two such studies are described in Place@15# and Bolger@16#.
These research programs have combined experimental work on
the low-speed single-stage Deverson compressor, described in
Place et al.@17#, with computational investigations of 3-D flow
phenomena. Such studies have helped to define the framework of
3-D compressor design at Rolls-Royce. Fundamental to this de-
sign philosophy is the recognition that each spanwise blade ele-
ment does not operate in isolation with the flow influenced only
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by the local blade geometry and local incidence, but rather in a
continuous static pressure field set up by the blade as a whole.
~Sudden changes in static pressure can only be the result of in-
tense local three-dimensionalities such as tip-leakage vortices.!
Endwall blading, therefore, does not operate under the severe
streamwise static pressure gradients that two-dimensional cascade
calculations would suggest. However, these sections still have to
achieve the static pressure rise imposed by the radial equilibrium
set up by the bulk of the blade while operating at increased local
incidence and reduced inlet dynamic head. The quasi-3-D~Q3D!
multistage compressor design methods used in the mid-1980s and
early 1990s described by Denton@18# and Place@15# typically
neglect endwall boundary layers and other three-dimensional flow
features. This leads to the design of blading whose inlet and exit
conditions in the endwall regions are significantly different from
those generated by the real highly three-dimensional flow. Three-
dimensional multistage viscous calculations allow these effects to
be addressed through modelling of the 3-D flowfield, giving de-
sign choices not previously available.

The project had four main elements. There was a fundamental
investigation into the effects of sweep and dihedral using a low-
speed single stage research rig at the Whittle Laboratory, Univer-
sity of Cambridge. This was part of a long-term program of re-
search into three-dimensional flow and loss generation in axial
flow compressors. In parallel, a multistage CFD method was de-
veloped and validated to give good results for the types of com-
pressor to be redesigned. This included improvements to the wall
function and turbulence model as well as the introduction of
shroud leakage and bleed hole modelling. Blade geometry ma-
nipulation and solution post-processing software was wrapped
around the solver to form an integrated design system. The initial
results from the low-speed research were adapted and used as a
basis for multistage low-speed designs which were tested at the
University of Cranfield. The designs for the engine compressor
were executed in parallel with the low-speed designs and the
methods development using information from the research testing.
Blading was initially designed for a development of the Trent 800
engine and it is these designs and tests that will be described here.
Subsequently, the same techniques were applied to both the inter-
mediate and high pressure compressors for the Trent 500 engine.
Throughout the project, the objective was to transfer the benefits
from the fundamental university research into the engine compres-
sor designs as quickly as possible.

CFD Method Development
The philosophy of the multistage CFD development was to cre-

ate an integrated, rapid design system that was fast enough to be
used as an everyday part of an engine project design. Blade ge-
ometry manipulation software that reads and writes directly to
CFD input files and post-processing software that allows 1-D,
2-D, and 3-D interrogation and comparison of flow solutions was
developed and wrapped around the CFD solver. The CFD method
is a development of the one described by Denton@19#. A simple
sheared H-grid is used with viscosity and turbulence effects in-
cluded using a thin shear layer approximation to the Navier-
Stokes equations and an eddy viscosity mixing length model. The
interface between adjacent rotating and stationary blade rows is
dealt with by using a mixing plane approach. Tip clearance flows
were included by using the ‘pinched tip’ model, an approach that
is common for simple H-meshes. The basic method has been con-
siderably developed by Denton since his original paper was pub-
lished. In particular, the mixing plane calculation has been im-
proved and the turbulence model has been modified. It is
recognized that the solver is not as sophisticated as some that are
available. However, it is able to predict changes in the structure
and losses of the flowfield, though not always the magnitude of
such changes. If the extent of a 3-D separation is under-predicted
by the CFD code, then the benefit of reducing the 3-D separation

will also be under-estimated. However, the code has a proven
record of highlighting regions of the compressor that require care-
ful design attention.

In this paper we will only describe changes to the method that
were introduced by the authors as part of this project and these are
highlighted in the following sections. It is important to recognize
that the calculations shown in this work do not include modelling
of deterministic stresses and overlapping grids. Deterministic
stress modelling is available in the code using an approach which
is similar to that described by Hall@20#, but its use was not found
to be necessary in order to achieve satisfactory agreement with the
experimental data used in this study. This is different to the ap-
proach adopted by Adamczyk@21# and others.

Computational meshes used throughout this study are relatively
coarse by today’s standards and reflect the fact that the bulk of
this work was done a few years ago. Radial and pitchwise meshes
typically consisted of 33 points with 100 points in the axial mesh
from mixing plane to mixing plane~around 50 on the blade
surfaces!.

Wall Shear Stress. In the original formulation of the code the
shear stress on the solid boundaries was determined by assuming
that the first grid point away from the surfaces~not the point on
the surface! was either in the laminar sub-layer or in the logarith-
mic part of a turbulent boundary layer. For the mesh densities
used in this study the point was in the logarithmic layer. Denton
@19# explains how an explicit expression linking the skin friction
and Reynolds number was used to obtain the wall skin friction in
this case. Early multistage calculations using this model showed
that the flow capacity of the compressors considered here was
some 4% above that measured on test. It was felt that this discrep-
ancy was due to the underprediction of three-dimensional separa-
tions in the blade surface endwall corners due to the relatively
large spacing of the grid at the solid surfaces. To improve the
prediction of the flow capacity an alternative method of calculat-
ing the skin friction was implemented. This assumes that the mesh
point lying on the solid surface is at the edge of the laminar
sublayer, the thickness of which is determined by a specified value
of y1. Knowing the velocity and density predicted at this point by
the CFD allows the shear stress to be calculated as follows:

tv5
rV2

y12 (1)

A value of y1511 was taken as being representative of the
edge of the laminar sub-layer. This type of formulation has been
used previously in a viscous throughflow method by Howard and
Gallimore@22# and developed independently for CFD by Grotjans
and Menter@23#.

Turbulence Model. In order to model the Reynolds stress
terms in the Reynolds averaged Navier-Stokes equations, it is nec-
essary to make use of some form of turbulence modelling. Typi-
cally, this now involves the use of one-equation~Spalart and All-
maras @24#! or two-equation ~Launder and Spalding@25#!
turbulence models, although considerable success has been
achieved with simple algebraic models such as Baldwin and Lo-
max @26#. The emphasis in the use of this CFD code as part of a
3-D design system was on achieving a rapid and robust design
tool, and with this in mind it was decided to make use of a Prandtl
mixing length approach which is more consistent with the use of
the thin shear layer approximation. All boundary layers are as-
sumed to be fully turbulent. Correct use of the transport equation
models would require the calculation of all of the Navier-Stokes
terms as well as the computational expense of solving the trans-
port equations for the turbulence quantities; fine grids are usually
required to obtain good results.
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The Prandtl mixing length model makes use of the Boussinesq
assumption, that the turbulent shearing stress is proportional to the
rate of mean strain. The eddy viscosity representing the action of
the turbulence on the mean flow is used to calculate the turbulent
shear stress terms to close the system of equations. Initial use of
this model~which usedL5ky until cut off at a specified distance
from the wall and then held constant! gave poor agreement with
test data and it was decided to develop the model by imposing
different limits on the mixing length parameterL in various re-
gions of the flow. A schematic of this zonal approach is given in
Fig. 1, with limits imposed in both the pitchwise and spanwise
directions. The values of the mixing length limits were calibrated
using test data on a wide range of test cases including intermedi-

ate and high pressure compressors, multistage fans and low-speed
compressor research rigs. The limits derived depend on the geom-
etry of the machine. Different values are used for rotors, shrouded
stators and cantilevered stators. Non-zero mixing lengths in the
free-stream regions away from blade and endwall boundary layers
go some way to modelling the effects of spanwise mixing in the
multistage environment. An added level of flexibility, which al-
lows the limits to vary from row to row, could have been em-
ployed but was not found to be necessary for the machines under
consideration.

Figure 2 shows overall compressor characteristics for a multi-
stage high pressure compressor comparing results from the code
both with and without the zonal modelling approach with test
data. The original turbulence model was approximately 4% out on
mass flow, while the new zonal modelling approach used together
with the wall shear model described in the previous section gives
good agreement for the pressure ratio characteristic. The absolute
level of efficiency of the compressor is not well predicted and
could be improved with a more refined mesh and a more sophis-
ticated turbulence model at the expense of increased computa-
tional run-time. However, the shape of the characteristic is in good
agreement with test data and, most importantly from the design-
ers’ point of view, the peak efficiency flow rate and the shape of
the characteristic near stall are well predicted. The reason for the
improved match with test data is the improved blockage predic-
tion achieved with the new model. Radial plots of pitchwise-
averaged normalized total pressure at two stator inlet test measur-
ing planes are shown in Fig. 3. The improvement in the prediction
of the hub corner separation of the upstream rotor is immediately
apparent. The calculation method may not predict the correct ef-

Fig. 2 Calibration of turbulence model with high-speed com-
pressor characteristics

Fig. 1 Schematic diagram of zonal mixing length model

Fig. 3 Calibration of turbulence model with high-speed com-
pressor interstage test data
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ficiency, but it does highlight the effect of the development of 3-D
separations on the radial profiles, the overall and the individual
stage characteristics.

For the code to be effective as a design tool the detailed fea-
tures of the flowfield must be well reproduced. Extensive use of
test traverse data and blade surface statics were used to ensure that
the new zonal mixing-length model was accurately predicting the
secondary flows, corner separations and clearance flows for each
compressor blade type. Figure 4 shows test and predicted contours
of relative velocity at rotor exit for a build of the Deverson low-
speed research compressor. It is evident that the new turbulence
model qualitatively captures the principal features of the flowfield.
The fine detail may be slightly different, especially in the tip clear-
ance region, but the overall agreement and flow structures are
acceptably close for design purposes.

Real Geometry Features. It was found to be important to
model the real effects on the flow caused by stator shroud leakage
flows, bleed off-take flows and any gaps and leakages present in
the annulus. The importance of such flows has been demonstrated
on an isolated rotor by Shabbir et al.@27#. These effects were
modelled by applying different boundary conditions on the end-
walls where there was an opening rather than by applying mesh
and CFD to the complicated geometries outside the main annulus
in the multistage calculation. The boundary condition consisted of
specifying the net mass flow through the open region with the
local velocities being determined by the static pressure field pre-
dicted by the CFD. This results in flow being able both to enter
and to leave the annulus through the open region if the net mass
flow through the opening is less than that required to ensure that
the velocities everywhere are either directed into or out of the
annulus. An example of this is given in Fig. 5, which shows the

radial velocities calculated through a bleed hole in the casing
where the net bleed flow is considerably less than that which the
hole has to pass in off-design operation.

The massflow and the change in tangential velocity and tem-
perature through the stator shrouds was calculated using the mod-
els of Lewis @28#, McGreehan and Ko@29#, Wellborn @30# and
proprietary methods. A research program was undertaken in the
Whittle Laboratory to investigate the interaction effects of these
types of flows with the main stream flow. This is described by
Demargne and Longley@31# where detailed CFD calculations and
cascade experiments of individual shroud flows were undertaken.
This confirmed that the main effects were correctly modeled in the
3-D code used for multistage compressor design.

A Toolkit for 3-D Design
This section describes part of the research undertaken at the

Whittle Laboratory in parallel with the CFD method development
within Rolls-Royce. Experiments on a conventionally designed
~2-D! research stage bladed with modern prescribed pressure dis-
tribution aerofoils~similar to ‘‘controlled diffusion’’ described by
Pratt & Whitney!, together with CFD calculations, were used to
develop and understand the complex 3-D flow phenomena in em-
bedded compressor stages. The increased understanding of the
loss generation mechanisms and flow structures resulting from
this project has led to the development of a 3-D design framework
whose elements are described below. The 3-D design toolkit was
then subsequently used to design a 3-D stage at the same aerody-
namic duty as an existing 2-D stage. This 3-D stage is described
later in the paper.

Spanwise Swirl Distribution. The spanwise swirl distribu-
tion ~sometimes referred to as the vortex design! is a major con-
tributor to the overall performance of a multistage machine.
Changing the swirl distribution can be considered a 2-D design
change and the overall effects on the free-stream radial equilib-
rium pressure field can be predicted using inviscid throughflow
calculations. The use of a free vortex design proved useful in the
days before numerical methods were established as it was ame-
nable to manual throughflow calculation and had advantages such

Fig. 4 Comparison of experiment with CFD calculation for
low-speed rotor exit flowfield

Fig. 5 Improved bleed hole modeling; „a… mesh, „b… contours
of radial velocities on the casing „interval 10 m Õs…. Positive val-
ues indicate flow leaving the annulus.
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as minimizing stream sheet twisting. However, modern designs
use a ‘‘controlled vortex’’ distribution which uses tailored span-
wise distributions of rotor work input and stator swirl angle to
achieve features regarded as desirable in the multistage environ-
ment such as hub-strong total pressure profiles and increased end-
wall axial velocity. Three-dimensional multistage CFD is capable
of assessing the merits of different vortex designs more com-
pletely than earlier throughflow methods.

Definitions of Re-camber, Dihedral and Sweep. Under cer-
tain circumstances it is beneficial to align the blade leading and/or
trailing edges more closely with the local flow direction. A pro-
cess of modification to do this will be termed re-camber. Such
geometry changes have also been described in the literature as
‘‘end-bends,’’ but this term is not employed here as it is often used
to describe the simultaneous re-camber of leading and trailing
edges and it is desired here to de-couple the two.

The use of three-dimensional stacking has been the source of a
large number of experimental and numerical investigations over
recent years. A variety of terms have been used to describe stack-
ing line modifications~e.g., lean, sweep, bow, skew! and no con-
sistent nomenclature has emerged from these investigations. There
is, therefore, a need to define carefully the conventions adopted
during the course of this paper. The terms dihedral and sweep will
be used to describe movements of aerofoil sections in the manner
shown in Fig. 6. Movements normal to the aerofoil section chord
line will be termed dihedral; movements parallel to the aerofoil
section chord line will be termed sweep. Dihedral and sweep
angles are defined as being the angle made between the endwall
normal direction and a straight line drawn between the endwall
aerofoil section and the point at which the dihedral and swept
sections merge back into the conventional~2-D! stack—the blend
point. The dihedral angle is taken to be positive if the suction
surface makes an obtuse angle with the endwall. The sweep angle
is taken to be positive if the aerofoil sections close to the endwall
are moved in the upstream direction. Intermediate blade sections
between the endwall and the blend point lie on a curve of defined
shape. Other orthogonal definitions of lean and sweep are clearly
also valid~e.g. tangential and axial respectively! but these are not
used by the present authors. In the context of the present frame-
work, the tangential bowing of the stators described by Weingold
et al. @3# can be thought of as a combination of positive dihedral
and negative sweep.

The use of a single value to describe the magnitude of geomet-
ric dihedral or sweep introduced into the aerofoil is helpful in
quantifying the size of change incorporated. However, the real
flow experiences a differing amount of aerodynamic dihedral and
sweep at each location in the blade passage depending on the local
geometry and flow velocity vector. The local dihedral and sweep
in the blade passage can be calculated from the 3-D solution using
the blade geometry and the pitchwise-averaged velocity vector at
each axial and radial position. Plotted as contours these are useful
in determining whether geometry changes inadvertently introduce
adverse conditions in certain regions of the blade passage.

Chordwise Camber and Thickness Distributions. Chang-
ing the chordwise shape of the aerofoil sections has often been
thought of as a way of affecting the blade force distributions near
the endwall sections. There is no doubt that profile re-design can
affect the overall pressure field, but only when a significant part of
the aerofoil is modified. Such changes are often applied in the
mid-span region of 3-D blades to offset the increased loading
caused by the 3-D stack and restore profile loss back to 2-D lev-
els. However, modifications concentrated more locally near the
endwalls are likely to behave like end-bends, i.e., the change in
blade profile is too rapid for the pressure field to adjust to the new
blade shape and pressure remains effectively fixed by the mid-
span region. Behlke@32# achieved some success with blade profile
re-design to reduce separations near endwall regions and Wisler
@4# described the use of stators with ‘‘twist gradients’’ near the
endwalls. It is likely that all these improvements can be classed in
the end-bend category, principally aligning the metal with the
flow, and the benefits arose from this rather than the effects asso-
ciated with two-dimensional blade profile shape.

Leading Edge Re-Camber„LER …. The viscous forces ex-
erted on the flow by the endwalls and their interaction with the
lifting aerofoil create a spanwise profile of axial velocity. This,
when combined with the change in frame of reference between
rotor and stator and the secondary flows produced by upstream
blade rows, cause the flow angle at inlet to the blade rows typi-
cally to increase~measured from the axial direction! progressively
as the endwall is approached. Aligning the leading edge more to
the flow direction may well help to reduce the amount of suction
surface deceleration necessary to achieve this pressure rise and
prevent the blade suction surface boundary layer from separating.

Having incorporated an increased blade inlet angle into the new
aerofoil near the hub and casing it must be decided how to stack
the new aerofoil sections radially. The new blade profile sections
incorporating re-camber will have different centroid positions to
the datum blade and require movement in the axial and tangential
direction to align their centroids with those of other sections.
However, centroid stacking is not the only option available.
Choosing to maintain the same leading edge or trailing edge po-
sitions as the datum aerofoil or opting for a conventional centroid
radial stack results in different three-dimensional blade shapes.
Stacking line choices clearly introduce effects of dihedral and
sweep. It must therefore be concluded that LER cannot be thought
of as independent from dihedral and sweep. Changing the aerofoil
camber to account for endwall boundary layers invariably adds
local dihedral and sweep to the endwall sections—how much and
at what chordwise position is governed by the amount of re-
camber and stack chosen. This is an important observation which
is very often overlooked during a blade design. Another beneficial
feature of LER is the increase in blade chord introduced if LER is
applied while keeping the meridional chord fixed: the true chord
will increase as the stagger increases giving higher solidity in the
endwall regions.

Trailing Edge Re-Camber „TER…. The use of trailing edge
re-camber is less common than LER, in part because it is not
obvious which way to move the trailing edge to improve the flow.
Secondary flow analysis might suggest that the flow is over-turned
close to the endwalls and underturned further away. The designerFig. 6 Definition of dihedral and sweep
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could then design a ‘‘mirror image’’ blade angle distribution
which counteracts the overturning by the secondary flow in the
endwall boundary layer by de-cambering the endwall blade profile
and overcambering the sections nearer mid-span. This approach
assumes that the secondary flow will do some of the turning in the
endwall regions and has been exploited with some success in tur-
bines ~e.g., Denton et al.@33#!. Another approach might be to
accept that there is a cross-passage flow and attempt to align the
blade exit angle more with the flow direction by overcambering
the trailing edge near the endwall and undercambering it nearer to
midspan. This approach has also found some application.

Similar to LER, a change of camber near the trailing edge in the
endwalls coupled with the choice of stacking line introduce the
effects of dihedral and sweep. TER which decambers the endwall
sections might look an attractive proposition but the improve-
ments gained may have more to do with inadvertent introduction
of dihedral and sweep effects than they do with aligning the blade
trailing edge more closely with the flowfield.

Dihedral. The effects of dihedral have been described using
lifting line models to simulate blade rows by a number of re-
searchers including Smith and Yeh@34#, Cumpsty@35#, Weingold
et al. @3# and Place@15#. Leaning the lifting line~and conse-
quently its image system in the endwall! generates induced veloci-
ties according to the Biot-Savart law. These induced velocities
have their strongest effect near where the leaned blade intersects
the endwalls. Changes in blade loading caused by the induced
velocity field in these regions can have a significant effect on
endwall loss generation, as described by Place@15# and demon-
strated by Breugelmans et al.@7#, Breugelmans@8#, Shang et al.
@36#, Weingold et al.@3# and Sasaki and Breugelmans@9#. The use
of dihedral on blades with a tip clearance is beneficial under cer-
tain circumstances. Figure 7 shows axial velocities computed by
the Denton CFD code close to the suction surface for three can-
didate rotors for the Deverson low-speed single-stage compressor
with 220, 0 and120 degrees of dihedral applied at the centroid
using a circular arc stacking line. The flowfield also needs to be
studied in other views to get a feel for the magnitude of the corner
separations. However, for brevity in this paper, only the near-
suction surface contours are presented. These give a qualitative
assessment of the effects of blade geometry changes. Changes
were applied relative to the 2-D datum prescribed pressure distri-
bution blading whose mid-span design parameters are detailed in
the Appendix. All sections apart from the mid-height section ex-
perience some stacking shifts from a conventional radial centroid
stack. Near the hub endwall the positive dihedral blade has in-
creased axial velocity near the trailing edge and lower loss, while
the negative dihedral blade exhibits a large corner separation with
higher loss and blockage. At the casing the negative dihedral
blade demonstrates slightly increased axial velocity towards the

trailing edge due to the increased entrainment of blade surface
boundary layer caused by the stronger tip leakage flow. Interro-
gating the CFD flow solutions further, it is observed that the blade
with positive dihedral generates less tip clearance flow blockage
and loss while the negative dihedral blade has more. Overall, the
positive dihedral reduces the hub corner and tip clearance losses,
leading to a fuller velocity profile near the endwalls, but at the
expense of increasing the losses near the mid-height region. Sur-
face static pressure distributions close to the rotor hubs are shown
in Fig. 8. The120 deg dihedral blades shows a reduction in blade
force and an increase in effective incidence near the endwall while
the 220 deg dihedral blade shows the opposite trend. Similar
observations can be made at the rotor tip. At mid-span the120
deg dihedral causes an increase in blade force and a reduction in
effective incidence. The opposite trends are observed for negative
dihedral.

The use of positive dihedral has been calculated to be beneficial
for both fixed and free ends of blades. It provides a method of
introducing a rapid reduction in blade force local to the endwalls
and alleviates high suction surface deceleration rates in these re-
gions at the expense of increased blade force at mid-span. A re-
design of the mid-span blade profile shape to tolerate this in-
creased blade force should result in a net loss reduction for the
blade row as a whole. The modifications at mid-span are usually
small enough not to penalize the stall range of the blade row as a
whole as this tends to be dominated by the endwalls reaching a
limiting condition. The reduction in cross-passage pressure gradi-
ent near the endwalls can also be utilised to reduce the effects of
secondary flow. For conventional blading with small fillet radii,
the migration of the endwall boundary layer onto the suction sur-

Fig. 7 Computed near-suction surface axial velocity contours for datum and dihedral rotors

Fig. 8 Computed surface static pressure distributions for da-
tum „2-D… and dihedral rotors
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face by the secondary flow is opposed by an increase in pressure
at the junction of blade and endwall necessary to divert the tan-
gential component of the endwall flow through 90 degrees into the
spanwise direction. The addition of positive dihedral reduces the
need for such a large pressure increase and the large fillet radius
effect of the positive dihedral encourages the flow to migrate up
the span of the blade. Whether there is more or less endwall
boundary layer fluid which convects onto the suction surface de-
pends on the relative magnitudes of the reduction in cross-passage
pressure gradient caused by the dihedral and the enhanced radial
flows of the fluid on the blade surface.

The local increase in static pressure close to the leading edge of
a positive dihedral endwall section increases the incidence onto
the aerofoil in this region and this can be offset with the introduc-
tion of LER to match the blade leading edge more closely with the
incoming flow direction. Applying LER to a conventional
radially-stacked blade while keeping the same spanwise relation-
ship of centroids introduces negative dihedral near the leading
edge and positive dihedral near the trailing edge. However, start-
ing from a positive dihedral aerofoil and applying the same type
of LER makes the leading edge more radial and further increases
the trailing edge dihedral i.e. the leading edge is not necessarily
subjected to negative dihedral.

Sweep. Blade sweep has been used in transonic compressor
design with the intent of reducing shock losses, analogous to the
use of swept wings in external aerodynamic applications. Theory
would suggest that the reduction in shock losses would be
achieved by either positive or negative sweep, but tests of various
transonic rotors demonstrate the advantage of positive sweep in
achieving both improved efficiency and flow range. Wadia et al.
@13# and Hah et al.@14# described a series of transonic fan designs
and subsequent tests where positive and negative sweep were used
to influence the conventional blade aerodynamics. They used 3-D
calculations to explain the experimental results and described
mechanisms which control the spanwise migration of blade sur-
face boundary layer. Wennerstrom@37# described the use of sweep
on a transonic fan stator to reduce Mach numbers and increase
choke margin near the stator hub. There are few reports of the use
of sweep for subsonic compressor blading, however.

The application of sweep for the Deverson single-stage low-
speed compressor was investigated numerically for220, 0, and
120 deg swept rotors on circular arc stacking lines. Figure 9
shows computed contours of axial velocity close to the suction
surfaces of the datum and swept rotors. Near the hub the positive
sweep reduces the region of low axial velocity towards the trailing
edge while the negative sweep causes a separation to occur. Sur-
face static pressure distributions near the rotor hubs are shown in
Fig. 10. The positive sweep near the hub moves the front part of
the suction surface into a higher pressure region which reduces the

effective incidence and peak velocity along the aerofoil chord at
the expense of increasing the blade force near the trailing edge. A
similar trend is observed near the rotor tip while the opposite
trend is observed at midheight. Denton and Xu@38# explained this
effect by considering the blade force near the leading edge. End-
wall hub sections which are positively swept have no blade above
them to support the pressure rise they would generate if the flow
were purely two-dimensional. As the pressure gradient perpen-
dicular to the endwall is small compared with the blade-to-blade
pressure gradient and the blade force has to fall to zero a short
distance above the endwall section, positively swept endwall sec-
tions must have reduced leading edge blade force. Towards the
trailing edge of positively swept blades, the opposite trend occurs.
The blade sections inboard of the endwall section must still main-
tain blade force as they produce the pressure gradient necessary to
turn the flow. This blade force is imposed on the endwall sections
which can affect the profile boundary layer development and pres-
sure rise capability. The mid-height region compensates for the
blade force changes near the endwalls.

Positively swept endwall sections increase the leading edge
blade force and reduce the trailing edge blade force near mid-
height. During the parametric rotor study, no significant tip clear-
ance loss reduction was observed for positive sweep. The nega-
tively swept blade arguably achieved the best overall performance
thanks to its superior performance over the mid-span region.

At the casing, the lack of improvement predicted in the near
suction surface axial velocity contours, including the tip clearance
flow, upon the application of positive sweep is disappointing.
Conventional wisdom would suggest that reducing the leading
edge blade force and peak pressure difference across the blade

Fig. 9 Computed near-suction surface axial velocity contours for datum and swept rotors

Fig. 10 Computed surface static pressure distributions for da-
tum „2-D… and swept rotors
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might prove an advantage, but this has not been realized here.
Contours of local aerodynamic lean and sweep in the blade pas-
sage from the CFD solution for the three rotors reveal that the
aerofoil with positive sweep has a region of negative dihedral
close to the blade tip while the negatively swept blade exhibits
positive dihedral over the majority of the tip chord. Possible ben-
eficial features of sweep are therefore being offset by the negative
dihedral. The introduction of combined dihedral and sweep to
reduce the peak pressure difference across the blade tip and redis-
tribute the chordwise blade force in a manner which reduces the
overall mixing losses could be effective.

Stacking Line Shapes. Off-loading the endwalls can cause
an increase in loading over the rest of the span and regions where
the dihedral or sweep blends back into the conventional stacking
line will attract the migration of boundary layer fluid-secondary
flow, caused by the radial pressure gradient set up by the dihedral
and sweep on the suction surface. Choosing a circular arc stacking
line shares out the increase in mid-height loading over the whole
span but, for a given amount of movement of the endwall blade
sections, can off-load sections which are well capable of achiev-
ing the demanded static pressure rise without boundary layer
separation. Biasing the stacking shifts to be more extreme nearer
to the endwalls reduces the amount of off-loading experienced by
sections further away from the endwall. Care must be taken to
ensure that any blend points are not overloaded by a combination
of the increase in loading necessary to offset the reduced endwall
loading ~effectively an inviscid effect! and the migration of
boundary layer fluid to these regions under the prevailing pressure
gradients~a boundary layer effect!.

Similar stacking line observations are reported by Emmerson
and Buchanan@39#. They conclude for both a colateral and a
skewed inlet boundary layer that the use of a parabolic arc stack
with blend points situated away from midspan offered the best
calculated potential for loss reduction.

Endwall Contouring. The use of endwall contouring to con-
trol three-dimensional flows as yet has not been fully exploited for
multistage compressors. A notable exception comes from LeJam-
bre et al.@2# who described the use of endwall contouring on rotor
hubs which creates a radial force akin to dihedral. The rotor ex-
hibited reduced suction surface separation close to the hub corner,
but it was not clear from their paper whether the contouring was
axisymmetric or nonaxisymmetric. The use of non-axisymmetric
endwall contouring has been used in multistage turbine applica-
tions to improve efficiency~Harvey et al.@40#! and is a tool which
will become more and more valuable for future highly loaded
compressor designs. Its effects can be calculated using 3-D vis-
cous calculations.

3-D Blade Design Study
The previous section described a subset of calculations that

formed the basis for a re-design exercise applied to the conven-
tional ~2-D stacked! prescribed pressure distribution bladed com-
pressor stage on the Deverson low-speed single-stage research
compressor. The 3-D stage was designed to have the same flow
and stage loading coefficients~see Appendix!. The resulting 3-D
blade designs are pictured in Fig. 11. The 3-D design was devel-
oped in parallel with an experimental study of the performance of
the conventional 2-D stage. Detailed flow measurements were
made and CFD models of the stage were calibrated with this test
data. The models were then interrogated to shed light on the loss
generation mechanisms and the 3-D design toolkit was employed
to improve the performance of the endwall sections of the rotor
and stator. Candidate designs were assessed by interrogating 3-D
solutions in the following ways:

In 3-D: flow structures; contours of properties; amount of re-
verse flow on suction surfaces.

In 2-D: pitchwise-averaged radial profiles; blade surface pres-
sure distributions.

In 1-D: work input, pressure rise and efficiency characteristics;
shape of characteristics compared with datum design at throttled
conditions.

3-D Rotor Design. Oil and dye flow visualisation on the rotor
hub revealed evidence of strong cross-passage flow towards the

Fig. 11 Front views onto suction surface of 3-D stage

Fig. 12 Comparison of 2-D and modified 3-D stage perfor-
mance characteristics
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suction surface. A saddle point was located on the endwall close to
the nose of the aerofoil near the pressure surface, an indication of
high incidence and low inlet relative dynamic head. Near stall the
stagnation point moved further into the blade passage and the
cross-passage flow increased. Other experiments undertaken to
define the flowfield included on-rotor surface static pressure
measurements, on-rotor flow visualisation, pneumatic area tra-
versing and slant hotwire anemometry. Measured aerofoil surface
static pressure distributions near the hub exhibited increased for-
ward loading relative to mid-span but this was by no means
excessive.

Calculations also suggested that the rotor hub corner flow is
strongly influenced by the cross-passage endwall boundary layer
migration. The calculations showed no evidence of flow reversal
on the suction surface at design point, but a corner separation
grows progressively with reducing flow coefficient. A 3-D design
solution which reduces the effects of cross-passage flow and re-
duces the static pressure on the pressure surface local to the lead-
ing edge would reduce the size of the horseshoe vortex and pre-
vent the hub endwall boundary layer from interacting so severely
with the blade profile boundary layer. Sweep and LER were cho-
sen as the best combination of modifications to achieve these
aims.

Slant hotwire and pneumatic probe area traversing revealed the
rotor tip region to be dominated by a loss and blockage core
associated with the tip clearance vortex. It was suggested earlier
that combined dihedral and sweep may offer tip clearance loss
reduction benefits. Both of these features to some extent oppose
each other when fixing the resulting effective incidence and it
was found necessary also to include LER near the rotor tip to
restore the effective incidence back to reasonable levels. The CFD
code predicted significant benefits for large dihedral and sweep
values so the design space was fully explored and deliberately

extreme amounts of dihedral and sweep were included in the
3-D design.

3-D Stator Design. Oil and dye flow visualization combined
with pneumatic area traversing and surface static pressure mea-
surements revealed the stator hub region to be sensitive to endwall
separation caused by cross-passage flow and excessive decelera-
tion local to the stator suction surface. Incidence near the hub was
also observed to be high. Dihedral was employed in the hub re-
gion as an effective means of reducing the near endwall decelera-
tion rate and cross-passage flow. Positive dihedral, when com-
bined with LER to address the high incidence, was predicted to
offer significant loss reduction. The stator casing region was pre-
dicted and measured to be operating at high incidence with only a
modest amount of cross-passage flow. Modifications, similar to
the stator hub region, were employed to address incidence and
suction surface deceleration rate.

Test Results. Measured characteristics for the 3-D stage are
compared with the 2-D stage in Fig. 12. The 3-D stage perfor-
mance is significantly better than the 2-D datum build, which had
a reasonably respectable peak total-to-total efficiency of 89%
61%. However, the 3-D rotor did not give a significant benefit in
stage efficiency relative to an intermediate build consisting of the
2-D rotor and 3-D stator. While the 3-D stator is a great success at
all operating points, the 3-D rotor performance deteriorates at
throttled conditions. The measured exit flow conditions at the de-
sign point and near stall operating point are shown in Figs. 13 and
14, respectively. The large amount of tip sweep and dihedral for
the rotor which blended out at around 20% immersion has over-
loaded this part of the blade. The CFD used at the time of the

Fig. 13 Comparison of measured 2-D and 3-D blade row exit conditions at design point
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design had only hinted at a loss increase in this region and had not
warned of a significant loss increase. A further modification was
made to the 3-D rotor which sought to redistribute this increase in
loading by altering the trailing edge sweep and dihedral. The 3-D
rotor was modified by the addition of tip chord to achieve this
aim: in the modified rotor the trailing edge was approximately a
straight radial line in the meridional view. This blade was tested
and yielded significant performance improvements as shown in
Fig. 12. It is worth noting that the design described in this paper
was done before the design system developments described in the
earlier parts of this paper were fully implemented. More recent
calculations incorporating the improvements to the wall shear
stress and turbulence modelling and using finer meshes have iden-
tified the thicker wakes near the blend point in the tip region of
the 3D rotor, similar to the measurements.

Discussion
The work described in Part I of this paper can be divided into

two basic elements that are required in order to include 3-D blade
designs into engine compressors. The first of these is a 3-D design
toolkit that has been established together with some basic prin-
ciples for designing blades in three dimensions. This was achieved
by low-speed experimental research, closely coupled with the use
of CFD calculations. The research shows that significant improve-
ments can be made to compressor efficiency by using these tech-
niques. For these techniques to be useful in the compressor design
activity it is essential that they can be applied without significantly
extending the time taken to deliver the final design solution. This

leads to the second element of the work in which an integrated
multistage CFD design system was developed. The emphasis for
this part of the work was to allow the designer to re-blade quickly
a multistage compressor and run design and off-design constant
speed characteristics overnight. This was achieved by keeping the
CFD code as fast as possible whilst including important effects
such as shroud leakage and bleed slot flows. To this end, a mixing
length turbulence model was used, although it was modified in a
semi-empirical manner to improve the agreement between predic-
tions and measurements. The use of load sharing software allows
the calculations to be distributed to many different computers.
Each six-stage calculation takes about 6 hours on a Sun Ultra 10
workstation equipped with a 440 MHz RISC processor. This rapid
turnaround and capacity for undertaking many CFD assessments
of design proposals brings the use of multistage CFD into the
preliminary design phase. Standard profile shapes or prescribed
pressure distribution blade profile sections can be generated auto-
matically on the back of a throughflow calculation and these can
be used as a starting point for 3-D blade design studies. Three-
dimensional CFD calculations are not yet good enough to calcu-
late accurately total pressure loss. Two-dimensional blade-to-
blade solvers have been tuned over many years to give accurate
predictions for blade profile sections outside of the endwall
boundary layer regions. Consequently, a good underlying 2-D de-
sign is still necessary to achieve a good overall efficiency target.
~Should the 3-D CFD become accurate enough to assess the im-
pact of blade profile shape changes then this constraint is re-
moved.! Currently, however, the 3-D code is used to get a quali-
tative assessment of the endwall flow behavior and 3D stage

Fig. 14 Comparison of measured 2-D and 3-D blade row exit conditions at a near-stall operating point
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matching and design modifications predicted to improve the end-
wall flowfield are regarded as desirable. Consequently, much bet-
ter information is available to the designer at an early stage in the
design so that efficiency and surge margin goals can be achieved.
A large reduction in the cost and timescales associated with a rig
test development program is realised through extensive filtering of
inadequate design solutions before any real commitment to hard-
ware.

In Part II of this paper the application of the design toolkit and
the integrated CFD design system to low-speed multistage com-
pressors and high-speed engine compressors is described.

Conclusions
An integrated multistage CFD design system has been devel-

oped that is fast enough to allow such techniques to be routinely
used in engine project design. This included modifications to a
mixing length turbulence model to improve the agreement with
experiment. The CFD code includes the real effects of shroud
leakage and bleed flows. In parallel, a 3D design toolkit has been
established for the application of 3D features into multistage com-
pressor blading. Improvements in compressor performance due to
3-D design have been demonstrated on a single-stage low-speed
research compressor.
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Nomenclature

A 5 annulus area
H 5 enthalpy
L 5 mixing length
P 5 pressure
U 5 blade speed
V 5 flow velocity

Vt 5 friction velocity, tv /r
ṁ 5 mass flow rate
r 5 radius
y 5 distance from the wall

y1 5 yVt /n
ps 5 pressure surface
ss 5 suction surface
D 5 change across the stage
k 5 von Karman constant, 0.41
n 5 kinematic viscosity
r 5 density

tv 5 wall shear stress

Subscripts

0 5 stagnation conditions
mid 5 mid-span

mean 5 area-averaged
x 5 axial component
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Introduction
This paper describes a project whose objective was to use mul-

tistage 3-D CFD to re-design the core compressors of the Trent
engine to improve efficiency. In the first part~Gallimore et al.@1#!
some fundamental aerodynamic research into 3-D compressor
blade design was described, together with the development of the
CFD method. In this paper we will describe the application of this
work to the engine compressors. As part of this activity, further
low-speed research was carried out on a four-stage rig in order to
increase confidence in the engine project designs and further vali-
date the design methodology. The background to this work and
previous published experience has been discussed in Part I and so
will not be repeated here.

The objective of the project was firmly focused on the re-design
of the engine compressors and this had an influence on the ap-
proach taken throughout the work. The compressors to be re-
designed were existing engine machines that were well under-
stood. In particular, the high pressure~HP! compressor was in use
in the Trent 700 and 800 engines. It was decided that the basic
axial and radial matching and vortex design of the compressor
would not be altered as part of the redesign because these were
deemed acceptable in the existing machine. The objective was to
improve the efficiency without reducing the stability margin or
operating range of the compressor. It was also decided to re-
design the engine compressor blading in two steps. In the first, the
stator blade rows were redesigned and this was followed by a
re-design of the rotor blade rows. The designs were also con-
strained to be back-compatible with the existing blading so that it
would not be essential to have all the 3-D-designed blade rows in
the compressor. A mixed set of blading, with some rows being
unchanged from the original 2-D design, would be an option if so
desired. This would allow some improvements to be made to the
engine compressor even if particular 3-D blade rows were not
successful. The possible design space for the 3-D designs was thus

constrained to some extent for the engine machines. A similar
approach was adopted for the first design of the four-stage low-
speed rig but the second low-speed design was allowed more free-
dom to explore the maximum potential of the design methodol-
ogy.

Low-Speed Designs and Test Results
The work on the low-speed four-stage rig was intended to sup-

port the engine project designs by confirming the findings of the
university research described in Part I and to provide detailed
aerodynamic measurements of the multistage flowfield in the 3-D
designs, which would not be available from the engine compres-
sor tests. The low-speed designs were conducted at Rolls-Royce
in parallel with the high-speed engine design activity. The tests
were carried out at Cranfield University on the low-speed four-
stage test facility. A description of the rig is available in other
publications~e.g., Howard et al.@2#! and so will not be repeated
here.

The datum 2-D blading for the designs was taken from a pre-
vious research program, which is summarized by Swoboda et al.
@3#. Although the design point parameters were not exactly the
same as those for the high-speed compressor, it was decided that
they were sufficiently close and representative to provide a valid
experiment.~The engine Reynolds numbers are an order of mag-
nitude greater than the low-speed rig!. The design parameters for
the low-speed rig are summarized in Table 1.

Two designs were undertaken and tested. For the first of these
the stators were re-designed and then tested with the datum rotors.
For the second, both the rotors and the stator blade rows were
re-designed. The blade and vane numbers were not altered in the
re-designs to avoid the need to manufacture new casing rings and
drum fixings.

3-D Stator Design „VRB1…. For the first low-speed design,
designatedViscousRe-Blade 1~VRB1!, attention was focused on
the stator blade rows, which were of a shrouded construction. The
design space was restricted to changes in the tangential stack of
the aerofoils with associated camber and stagger changes. By not
admitting any axial shift of the aerofoil sections, this ensured that
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the stators would be suitable for use with the existing 2-D rotors,
because the axial gaps between adjacent blade rows were
maintained.

The multistage CFD method described in Part I was first used
to analyze the datum design. All four stages were included in the
calculation. Because the method uses a time-marching algorithm
the analysis was conducted at a higher blade speed than that used
on the rig in order to increase the Mach numbers to around 0.3
and so help the convergence. This is a standard technique in such
circumstances and the Mach numbers are low enough not to
modify the flowfield significantly. The complete pressure rise
characteristic of the machine was calculated and the overall re-
sults for the embedded study stage, stage 3, are compared to the
datum test results in Fig. 1. The shape of the pressure rise char-

acteristic and the efficiency variation with flow are predicted quite
well. Figure 2 compares the predicted and measured axial veloci-
ties and flow angles at stator 3 exit at close to the design point.
Again, the flow features have been reasonably well predicted by
the code. Further improvement to the fine detail could be ad-
dressed by more mesh and further tuning of the turbulence model.
The agreement with the measured data was considered to be close
enough to give confidence that examining the CFD results for
regions of the flow that could be improved by re-design of the
stators would lead to an improvement in performance. Figure 3
shows contours of the predicted axial velocities just off the suc-
tion surface of the third stage rotor and stator at the peak effi-
ciency and near stall conditions. Regions of reverse axial flow are
evident in the suction surface endwall corners of the stators and at
the rotor hub. These grow as the stall point of the machine is
approached. The same picture with the redesigned stators is
shown in Fig. 4. This shows that the areas of reverse flow in the
stator have been virtually eliminated at the design point and sig-
nificantly reduced at the stall point. The multistage effect of the
change in the stator geometry is evident in the change in the
contours in the rotor. This improvement in the flowfield results in
a calculated reduction in the losses and a small increase in the
peak efficiency. The improved efficiency is evident in the pre-
dicted characteristics for the re-designed stators, which are shown
in Fig. 5 ~which also shows the predicted characteristics for the
second re-design, designated VRB2, which is discussed in the
next section!. There is no significant change to the predicted pres-
sure rise characteristic. A picture of the re-designed stator and the
datum stator is shown in Fig. 6.

3-D Rotor and Stator Design„VRB2…. In the second design,
designated VRB2, it was decided that both the rotors and the

Fig. 1 Comparison of measured and predicted characteristic
for datum compressor

Table 1 Cranfield University compressor design data

Fig. 2 Measured and calculated stator 3 exit conditions
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stators should be re-designed and that axial shifts of the blade
sections were to be allowed. This represented considerably more
risk than the first design and more than was planned for the engine
compressors at that time. However, the objective was to explore
more fully the design space with a view to the future. As part of
the design it was decided that the solidity could be reduced if
required in order to get the maximum efficiency benefit while not
compromising the stall range of the compressor. A series of views
of the resultant blading is shown in Fig. 7. The rotor has sweep at

the hub and dihedral at the tip. This is based on the work de-
scribed in Part I, although the modifications at the blade tip were
not as extreme as in that rotor design so that the initial problems
associated with it could be avoided. The stator has a combination
of sweep and dihedral at both ends and the stator chord has been
significantly reduced at mid-span. This led to the interesting result
that the most severe regions of reverse flow on the stator suction

Fig. 4 Contours of axial velocity just off the suction surface
for VRB1 compressor

Fig. 6 Axial view onto suction surfaces of datum and VRB1
stators

Fig. 3 Contours of axial velocity just off the suction surface
for the datum compressor

Fig. 5 Predicted characteristics for the datum, VRB1 and
VRB2 compressors
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surface were predicted to occur away from the endwalls, which
had been significantly off-loaded by the redesign. This is illus-
trated in Fig. 8 which shows the regions of reverse flow at the near
stall condition. The results should be compared to those given in
Fig. 3~b!. The rotor re-design has reduced the reverse flow near
the hub but has increased the reversed flow over the midheight
regions of the blade.

The predicted overall characteristic for VRB2 is shown in Fig.
5, where it is compared to the predictions for the datum and VRB1
designs. The peak efficiency for VRB2 is predicted to be very
similar to that of VRB1 and above that for the datum design. At
non-dimensionalized flow coefficients above 0.90, VRB2 is cal-
culated to have higher efficiency than the other two designs. For
low flows VRB2 is more efficient than the datum but is less effi-
cient than the VRB1 design. There is a slight reduction in the
predicted stall range, as indicated by the flatter pressure rise char-
acteristic near stall. This was attributed to the mid-span chord
reduction on the VRB2 stator in an attempt to maximise effi-
ciency. Overall, it was judged that the VRB2 design showed suf-
ficient promise to be tested.

Test Results. The measured characteristic for the tests of the
datum build, the VRB1 and the VRB2 redesigns are shown in Fig.
9. VRB1 gave a 1.3% improvement in peak efficiency with a

small increase in stall margin. VRB2 produced a further 0.9%
increase in peak efficiency. The overall efficiency gains are greater
than predicted and VRB2 has increased peak efficiency above
VRB1, which was not predicted. At low flow coefficients VRB2
has lower efficiency than VRB1, but is still above the datum level,
as predicted by the CFD. For high flow coefficients, VRB2 is
more efficient than VRB1, as predicted, but VRB1 is more effi-
cient than the datum design whereas the CFD calculated that it

Fig. 7 Axial and tangential views of VRB2 rotors and stators

Fig. 8 Contours of axial velocity near stall just off the suction
surface for VRB2 Fig. 9 Measured characteristics for datum, VRB1 and VRB2
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would be less efficient than the datum. Although the increase in
the measured peak efficiency levels is larger than expected, it can
be argued that the CFD has predicted the change in the shapes of
the efficiency characteristics quite well. VRB1 retains efficiency
better at low flows and VRB2 retains efficiency better at the
higher flows. Examination of the pressure rise characteristics
shows that VRB1 had increased stall range relative to the datum
compressor. VRB2 had a stall range that was similar to the datum,
despite the reductions of solidity in the design. This indicates that
the stalling process for this compressor is dominated by the flow-
field in the endwall regions of the machine. The trends in the
changes to the stall range can be seen in the CFD predictions, but
are not as clear as in the measurements.

Examination of the detailed traverse results showed that the
design intent in terms of changes to the flowfield had been
achieved. Fig. 10 compares the measured and predicted stator exit
total pressure coefficient near stall for the three tests. The trends in
the contours are predicted reasonably well. In particular, it is
worth observing that for VRB2 the thicker wakes resulting from
the region of separation have moved away from the endwalls to-
wards mid-span, as was predicted to happen.

It can be concluded that the design CFD has predicted the di-
rection of the changes measured in the tests, but not the magni-
tude. The low-speed tests have confirmed the research described
in Part I and shown that significant efficiency increases may be
obtained with 3-D blading design without significantly reducing
surge margin.

High-Speed Designs and Test Results
For the high-speed designs, a practical approach was adopted

which allowed individual blade or vane rows to be retrofitted with
the existing 2-D blading if necessary. The consequence of this was

to restrict the axial movements permitted by the aerofoil sections
in order to maintain acceptable axial gaps between adjacent rows.
In the first section below, the design of the stator blade rows is
described. This is followed by a description of the rotor design
and then the test results.

The compressor that was modified was the six-stage high-
pressure compressor that was already in service in Trent engines.
It was axially well-matched so it was decided to retain the existing
basic design, and hence vortex design, in the re-designs. The com-
pressor already had modern chordwise thickness and camber dis-
tribution aerofoil sections with low profile losses. This type of
pressure distribution was retained. The aerofoil thickness-to-chord
ratios were also maintained. The re-design consisted of only ad-
justing the existing blading to take into account the 3-D flow
effects predicted to be present in the machine.

3-D Stator Design. The re-design of the stators concentrated
on the first five stators. The sixth stator~or outlet guide vane! was
omitted because this had already been re-designed using single
blade row 3-D CFD several years earlier and included 3-D design
features which were successful. The design rule adopted for the
stators was that there should be no axial shifts applied to the
aerofoils so that the meridional view of the compressor would
remain unaltered. Reductions in the numbers of stators were to be
permitted, provided that the predictions showed that any decrease
in solidity would not reduce the surge margin of the machine.

The approach to the design of the aerofoils was very similar to
that described above for the low-speed VRB1 design. The blade
sections near the endwall were displaced tangentially to form an
obtuse angle between the blade suction surface and the annulus
walls. The inlet angles of the sections near the wall were increased
to reduce local incidence in these regions. The effect of the tan-
gential offset is to introduce negative sweep at the endwalls,

Fig. 10 Measured and calculated contours of stator 3 exit total pressure coefficient for the datum, VRB1 and VRB2
compressors
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which tends to increase further the local incidence. This was also
taken into account, via the 3-D CFD, and compensated for with
the leading edge re-camber. For the first three stators it was found
that these modifications off-loaded the endwall sections suffi-
ciently for the number of blades to be reduced. Care was taken to
make sure that the amount of tangential offset and the amount of
leading edge re-camber for each stator was part of a family.

The criteria for deciding how much modification was to be
applied to each row was the amount of reverse flow predicted in
the suction surface endwall regions of the stators. This was exam-
ined at a range of operating points including the working line and
approximate surge line points at design-speed and at part-speed
operation~80% aerodynamic speed!. An example of the predicted
improvement in the flowfield at design-speed on the working line
is shown in Figs. 11~a! and ~b!, which compares axial velocities
just off the suction surface for the redesigned stators with the
datum 2-D standard. For the first three stators it is not immedi-
ately apparent that there is an improvement. However, it must be
remembered that the number of aerofoils had been reduced by
around 15% so that while the predicted loss in the endwalls is
similar for the two cases the mid-span loss has been reduced be-
cause of the reduction in solidity. Where the blade numbers were
reduced the blade sections were initially re-designed at the re-
duced solidity using the established 2-D design system. An ex-
ample of such a stator loss coefficient~total pressure divided by
inlet dynamic head! is shown in Fig. 12~a!. Figure 12~b! shows an
example of the loss reduction for stator 4, where the blade num-
bers were not changed. This shows the reduction in loss close to
the endwalls resulting from the 3-D design. Further away from the
endwalls there is a predicted increase in the losses but the CFD
calculation suggested that there was a net decrease in the total loss
for the blade.

Fig. 12 High-speed compressor predicted stator loss
coefficients

Fig. 11 Contours of axial velocity just off the suction surface for three high-speed compressors at design-speed on the working
line— „a… 2-D datum, „b… 3-D stators, „c… 3-D rotors and stators
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The predicted design-speed overall characteristic for the com-
pressor with the new stators is compared to that for the original
blading in Fig. 13~this figure also shows the predicted character-
istic for the re-designed rotors, which are discussed in the next
section!. This shows that the design intent of keeping the datum
compressor behavior has been maintained. In particular, the shape
of the characteristics at throttled conditions is similar, indicating
that the surge line is likely to be similar for the two machines. At
the time the machine was designed, there was no predicted weak-
ening of the characteristic. The slight off-design weakening in the
pressure rise curve occurred in later versions of the CFD code
after the implementation of the new turbulence and wall shear
stress models. Had this weakening been predicted at the time, the
design would have been altered slightly to improve the character-
istic shape. The predicted increase in efficiency is relatively small,
being about 0.3% at the peak, but this was thought sufficient to
proceed with the test of the blading.

3-D Rotor Design. For the rotor designs a careful examina-
tion of the axial gaps in the compressor was undertaken and it was
concluded that a certain amount of axial shift of the rotor blade
sections could be tolerated. The use of tangential offset was re-
stricted by the stresses caused by the centrifugal effect of the
rotation of these blade rows and the balance of the blades on the
platforms also needed to be assessed in order to maintain me-
chanical integrity. These considerations restricted the modifica-
tions that could be made to the rotor blades. For the front rotors,
the constraints were particularly difficult to stay within and still
achieve worthwhile aerodynamic benefits and so the first two ro-
tors were omitted from this design exercise. If a complete re-
design of the compressor were to be considered then some of

these restrictions could be relaxed. Within the constraints just de-
scribed, rotors 3 to 6 were modified to have swept hub sections
with some leading edge recamber. At the blade tips the sections
were moved tangential and normal to the chord line, following the
earlier results of the university research and the VRB2 low-speed
tests. In order to protect surge margin it was felt that it would be
unwise to reduce the number of rotors and so this option was not
pursued in the design.

The results of the rotor modifications are shown in Fig. 11~c!,
where the predicted suction surface velocities for the 2-D and 3-D
blading are compared on the working line. The sweep at the rotor
hubs has reduced the reverse flow there. It is less clear in Fig. 11
that the modifications at the tip have improved the flow. However,
an example in the predicted improvement in the total pressure loss
coefficient ~relative total pressure loss divided by inlet dynamic
head!, shown in Fig. 14, indicates that the tip loss has been re-
duced. The type of blade shape resulting from such 3D modifica-
tions is shown in Fig. 15, which shows the blading for the fifth
stage as an example.

The predicted design-speed characteristic for the compressor is
shown in Fig. 13. Results are shown for the 2-D datum machine,
the 3-D stators with the 2-D rotors and the 3-D rotors with the 3-D
stators. The pressure ratio characteristic for the 3-D rotors and 3-D
stators is predicted to retain the shape of that calculated for the
datum compressor, indicating that the surge margin is likely to
remain unchanged. The gain in efficiency is predicted to be very
similar to that calculated for the 3-D stators alone. However, the
experimental evidence from the low-speed testing had suggested

Fig. 13 Calculated high-speed compressor characteristics at
design speed

Fig. 14 High-speed compressor predicted rotor loss
coefficients
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that the rotor modifications could produce an efficiency improve-
ment and so the high-speed 3-D rotor designs were manufactured
and tested.

Test Results. The new 3-D blading for the high pressure
compressor was evaluated in two rig tests. In the first, the 3-D
stators were included. For the second, the 3-D rotors were added
to give a test of the full 3-D machine. The rotor running tip clear-
ances were kept the same for all three tests. This can be problem-
atic for high aspect ratio or low hub-to-casing ratio 3-D rotors
where the blade changes shape from static to running in an un-

conventional way due to the nonradial stack of the blade profile
centroids. This can be allowed for at the design condition~by
deriving a static blade shape which runs up to the required shape
at the design point! but may introduce different clearances at part-
speed and over-speed conditions. For the blades described in this
paper this was not a problem as they were sufficiently stiff to
avoid this issue. The overall results for the two tests are compared
to those from the datum test with 2-D blading in Fig. 16. This
shows that the overall objectives of the designs were met, with
increased efficiency with no significant loss in surge margin. The
3-D stators gave an improvement of some 0.7% in peak efficiency,
considerably more than the 0.3% predicted during the 3-D design.
The surge margin increased by a small amount, despite the fact
that some of the stators had been removed during the design. The
characteristics show that the design-speed flow capacity of the
compressor has increased as a consequence of including the 3-D
stators. The compressor inlet flow was not being controlled by
first stage rotor choking at the design speed. At higher speed,
where the rotor 1 does control choking flow, the inlet flows for the
three compressor builds were essentially the same. Data at this
higher speed has not been presented as it is outside of the engine
operating range. Hence, the flow increase cannot be attributed to
first rotor flow capacity. The increase in flow at design speed was
not predicted and could be due to the under-estimation of the
reduction of loss and blockage in the compressor due to the im-
proved stator design. This serves as a warning for future re-design
efforts because such axial re-matching of the compressor might
lead to detrimental performance.

The test with the 3-D rotors produced an additional 0.2% in-
crease in the peak efficiency, although the predictions indicated
that there would be no gain. This was considered acceptable when
the constraints imposed on the design by the particular aspects of
the project are considered. The surge margin was essentially main-
tained at the level of the datum compressor, as indicated by the
calculations.

Discussion
The results from the high-speed rig tests confirmed that signifi-

cant improvements can be made to engine compressor efficiency
by using 3-D blade designs in both the rotor and stator blade rows.
This can be achieved without reducing surge margin even when
aerofoil numbers and mid-span solidity are reduced. As far as the
authors are aware, this is the first time that hub and casing sweep
and dihedral modifications to rotor blades in multistage engine
compressors have been used successfully and described in the
open literature. The low-speed research and testing and the CFD
development were essential elements in the project that allowed
ideas to be explored quickly and cheaply before design changes
were committed to the engine machine.

The success of the designs described in this paper show that it
was not necessary to include deterministic stresses in the multi-
stage CFD modeling for these cases in order to make improve-
ments to the compressors. The CFD used in this work did not
predict the magnitude of the changes in efficiency but it did indi-
cate that the modifications should improve the efficiency. The test
results exceeded expectation in this regard. It was possible to
estimate the effect on the surge margin of blade geometry change
from the CFD results using overall characteristic shapes and radial
profiles of blade row loading parameters. The calculations showed
no loss in surge margin and this was supported by the tests.

It should be noted that more sophisticated CFD tools are avail-
able for use in an analysis of the final design solution. However,
these are not regularly used during the intensive design phase as
they hamper the iterative nature of the design process with pro-
hibitive run-times.~Already, the continued growth in computer
power begins to erode the last sentence.! The emphasis of the
work described here is on a quick turnaround of engine 3-D de-
signs using fast and efficient tools, which capture the essential

Fig. 16 High-speed compressor measured characteristics at
design speed

Fig. 15 Axial view of high-speed compressor blading
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physics of the 3-D flow. The designer is guided by 3-D design
tools right from the preliminary design phase, rather than at a later
stage where it becomes more difficult to change the architecture of
a machine.

Since the completion of the work described in this paper the
design methodology has been applied to a series of engine com-
pressors with similar good results. In particular, the new interme-
diate and high pressure compressors for the Trent 500 engine were
designed using these techniques. For these machines it was pos-
sible to include more modifications to the blades than was pos-
sible in the high-speed designs described above because the com-
pressors were designed from the start with 3-D blading included.
The resulting blading tended to look more like the low-speed
VRB2 design described above. These compressors have been cer-
tified, flight-tested, and are expected to enter revenue service in
the near future.

Conclusions
Multistage 3-D CFD has been successfully applied to engine

project compressors to give more efficiency without compromis-
ing surge margin. The modifications can result in a cost reduction
by allowing aerofoil numbers to be reduced. The CFD was not
found to be reliable in predicting amounts of efficiency change,
though it was found to give reliable indications of the direction of
the change. Low-speed research and CFD method development
were essential parts of the project. Three-dimensional blade de-
sign is now the recognized standard for engine multistage
compressors.
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Nomenclature

A 5 annulus area
H 5 enthalpy
P 5 pressure
U 5 blade speed
V 5 flow velocity
ps 5 pressure surface
ss 5 suction surface
D 5 change across the stage
r 5 density

Subscripts

0 5 stagnation conditions
1 5 blade row inlet

mid 5 mid-span
ref 5 reference
rel 5 relative frame of blade row
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Experimental Investigation of
Unsteady Flow Field Within a
Two-Stage Axial Turbomachine
Using Particle Image Velocimetry
Detailed measurements of the flow field within the entire 2nd stage of a two-stage axial
turbomachine are performed using particle image velocimetry. The experiments are per-
formed in a facility that allows unobstructed view on the entire flow field, facilitated using
transparent rotor and stator and a fluid that has the same optical index of refraction as
the blades. The entire flow field is composed of a ‘‘lattice of wakes,’’ and the resulting
wake-wake and wake-blade interactions cause major flow and turbulence nonuniformi-
ties. The paper presents data on the phase averaged velocity and turbulent kinetic energy
distributions, as well as the average-passage velocity and deterministic stresses. The
phase-dependent turbulence parameters are determined from the difference between in-
stantaneous and the phase-averaged data. The distributions of average passage flow field
over the entire stage in both the stator and rotor frames of reference are calculated by
averaging the phase-averaged data. The deterministic stresses are calculated from the
difference between the phase-averaged and average-passage velocity distributions.
Clearly, wake-wake and wake-blade interactions are the dominant contributors to gen-
eration of high deterministic stresses and tangential nonuniformities, in the rotor-stator
gap, near the blades and in the wakes behind them. The turbulent kinetic energy levels are
generally higher than the deterministic kinetic energy levels, whereas the shear stress
levels are comparable, both in the rotor and stator frames of references. At certain
locations the deterministic shear stresses are substantially higher than the turbulent shear
stresses, such as close to the stator blade in the rotor frame of reference. The nonunifor-
mities in the lateral velocity component due to the interaction of the rotor blade with the
1st-stage rotor-stator wakes, result in 13 percent variations in the specific work input of
the rotor. Thus, in spite of the relatively large blade row spacings in the present turbo-
machine, the nonuniformities in flow structure have significant effects on the overall
performance of the system.@DOI: 10.1115/1.1509077#

Introduction

The unsteadiness in a multi-stage turbomachine is generally
described in two parts: The ‘‘nondeterministic’’~random! un-
steadiness, referring to the fluctuations due to turbulence, associ-
ated, for example with blade wakes, and ‘‘deterministic’’~peri-
odic! unsteadiness, referring to fluctuations in the flow field
correlated with the shaft frequency~or blade-rate frequency!. The
overall aerodynamics, vibration and acoustic characteristics of the
machine are significantly affected by both forms of unsteadiness.

In the numerical simulations of turbomachinery, unsteady
RANS equations have to be solved in order to determine the time
~phase! dependent characteristics of the flow field. This approach
is still impractical as a design tool for turbomachines with mul-
tiple blade rows and varying number of rotor and stator blades.
Instead, an ‘‘averaged’’ flow state can be determined by solving
the ‘‘average-passage’’ RANS equations, introduced first by Ad-
amczyk@1#. This approach accounts for the effects of the phase-
dependent unsteadiness and spatial nonuniformities associated
with neighboring blade rows but does not resolve them. Three
different averaging operators are being employed, the first being
‘‘ensemblc averaging,’’ that account for the turbulence and is used
also in unsteady RANS. The second operator is ‘‘time averaging’’
that removes the deterministic unsteady flow, covering time scales

that are of the order of the shaft period, including the phase-
dependent variations in flow structure. The third operator is ‘‘pas-
sage to passage averaging’’, necessary for turbomachinery with
varying number of rotors and stators on consecutive stages. When
these operators are applied to the Navier-Stokes equations one
obtains the average-passage RANS equations. In this formulation
each blade row has a steady average-passage flow field, and
neighboring blade rows are coupled~replaced with! through cir-
cumferencially uniform systems of body forces, energy sources
and deterministic stresses~Adamczyk@1#, Adamczyk et al.@2,3#,
Rhie et al.@4#, LeJambre et al.@5#, Busby et al.@6#!. The effects
of phase-dependent unsteadiness on the average-passage flow
field are accounted for through the ‘‘deterministic stresses.’’ These
stresses must be modeled in order to obtain a closed system of
equations. The mixing plane approach is another simpler method
for transferring the information between blade rows using bound-
ary conditions in a plane located between the rows~e.g., Dawes
@7#, Denton@8#!.

Previous studies have reported that deterministic stresses can be
of similar or higher magnitude than the Reynolds stresses~Rhie
et al.@4#, Lejambre et al.@5#, Sinha et al.@9#!. Therefore, neglect-
ing these interactions may lead to significant errors. Different
models for the deterministic stresses have already been proposed
~e.g., Adamczyk et al.@2#, Van de Wall@10#, Meneveau and Katz
@11#!, but unlike RANS closure models, there are no widely ac-
cepted and validated modeling tools. To develop these models one
requires a database obtained either from experiments or unsteady
RANS involving multistages, the latter introducing uncertainties
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national Gas Turbine and Aeroengine Congress and Exhibition, Amsterdam, The
Netherlands, June 3–6, 2002. Manuscript received by the IGTI, December 14, 2001.
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related to turbulence closure models. In previous experimental
studies, the deterministic stresses have been obtained from single
point measurements~hot-wire, hot-film, split hot-film, five hole
probe, etc.! and by traversing in between the blade rows and
within blade passages~e.g., Prato et al.@12,13#, Suryavamshi
et al. @14,15#!. Recent papers by Sinha and Katz@16# and Sinha
et al. @9# provide deterministic stress distributions in a centrifugal
pump obtained using 2-D PIV. The present paper provides de-
tailed data on the distributions of deterministic stresses in a multi-
stage axial turbomachine.

In order to understand the physical mechanisms and cause and
effect relations of the unsteadiness, which lead to improved deter-
ministic stress models, experimental data over the entire flow
fields in a multi-stage turbomachine is essential. The axial turbo-
machinery facility introduced by Uzol et al.@17# and Chow et al.
@18,19# enables us to perform 2-D PIV measurements covering an
entire stage of a turbomachine, from the rotor inlet to the stator
exit. This facility uses transparent rotor and stator blades operat-
ing in a solution of NaI, which has the same optical index of
refraction as the blades, hence allowing optical access to the entire
flow field. Detailed PIV measurements performed in this facility
provide the data base for detailed phase-averaged and average-
passage velocity distributions, along with the deterministic
stresses and turbulence parameters. These measurements cover the
entire 2nd stage of a two-stage turbomachine, from the inlet to the
rotor to the exit from stator. The present data-base is composed of
measurements performed at 500 rpm, at mid span, close to design
conditions and at ten different rotor phases relative to the stator
blade ~every 3 deg!, covering an entire rotor passage. The ten
phase-averaged flow fields, obtained~each! by averaging 100 in-
stantaneous distributions, are used to calculate the average-
passage flow fields both in the stator and rotor frames of refer-
ences. The deterministic stresses are determined from the
difference between the phase averaged and average passage ve-
locity distributions. The causes for the deterministic stresses are
identified and compared to the distributions of Reynolds stresses.
Finally, the causes of nonuniformities in the average-passage flow
field and their impact on the performance of the rotor blade row
are presented and discussed.

Experimental Setup and Procedures

Facility. The axial turbomachine test facility enables us to
perform detailed and complete PIV measurements at any point
within an entire stage including the rotor, stator, gap between
them, inflow into the rotor and the wake structure downstream of
the stator. To generate such data using optical techniques one
needs unobstructed view of the entire domain at any phase angle.
This unlimited optical access is facilitated using a rotor and stator
made of a transparent material~acrylic! that has the same optical
index of refraction as the working fluid, a concentrated solution,
62–64 percent by weight, of NaI in water. This fluid has a specific
gravity of 1.8 and a kinematic viscosity of 1.131026 m2/s ~i.e.,
very close to that of water!. Thus, the blades become almost in-
visible, do not obstruct the field of view and do not alter the
direction of the illuminating laser sheet required for PIV measure-
ments. Information related to use and maintenance of the NaI
solution can be found in@17#.

The two-stage axial turbomachine shown in Fig. 1 has four
blade rows. There are 12 rotor blades, each with a chordlength of
50 mm, span of 44.5 mm, thickness of 7.62 mm and camber
varying from 2.54 mm at the hub to 1.98 mm at the tip. The
resulting Reynolds number based on the tip speed and rotor
chordlength is 3.73105 at 500 rpm, the speed of the present tests.
The stators have 17 blades, each with a chordlength of 73.2 mm.
span of 44.5 mm. thickness of 11 mm and camber of 6.22 mm.
The system is driven by a 25-HP rim-driven motor, preventing the
need for a long shaft, and the two rotors are connected by a

common shaft, supported by precision bearings. More details
about the facility can be found in@18# and the main geometrical
parameters are listed in Table 1.

PIV Setup and Experimental Procedure. The measure-
ments cover the entire 2nd stage. Data has been obtained at 10
rotor phases, every three degrees of blade orientation, covering an
entire rotor blade passage of 30 deg. In this paper we present data
for the midspan plane and at 500 rpm. At least one hundred in-
stantaneous realizations are recorded for each phase and location.
For selected cases we record 1000 images in order to obtain con-
verged statistics on the turbulence. The sample area is 50350
mm2, and as a result several data sets at different axial locations
have been collected to cover the entire stage. Data analysis includ-
ing image enhancement and cross-correlation analysis is per-
formed using in-house developed software and procedures~Roth
et al.@20,21#!. Adapting these procedures to the current geometry,
including modifications to the image enhancement procedures,
and removal of the blade trace/signature prior to velocity compu-
tations are discussed in@17#. Additional details about the PIV
setup, data acquisition system and uncertainty estimates can be
found in @19#.

Results and Discussion

Phase Averaged Flow Fields. Using the instantaneous mea-
surements, the phase-averaged results are calculated using
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Fig. 1 Test section of the axial turbomachine; the 2nd-stage
rotors and stators are made of transparent acrylic

Table 1 The geometrical parameters for the axial turboma-
chine used in the present experiments „R2 and S2 refer to the
2nd-stage rotor and stator, respectively; S1 is the 1st-stage sta-
tor …
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where N5100 is the number of instantaneous vector maps for
each phase,u andv are the mean streamwise and lateral~almost
circumferential, although the light sheet is flat! velocity compo-
nents, respectively, andf is the phase angle. The 3/4 coefficient
of k, the ‘‘turbulent kinetic energy,’’ is selected to account for the
variance of the out of plane velocity component assuming that it is
an average of the available measured components.

Figure 2 shows the phase averaged velocity and turbulent ki-
netic energy distributions for two different rotor phases. The high
momentum regions on the suction side of the stator blade, along
the aft suction side the rotor blade, and in the rotor wake are
clearly visible. One can observe the phase-dependent variations of
the velocity field, for example on the suction side of the stator
blade. Att/TR50.0 (TR is the rotor blade-passage period! a rotor
wake, easily identified in thek distribution, is impinging on the
stator blade and the high momentum region on the suction side is
split into two separate zones~Fig. 2!. Conversely, att/TR50.6 the
rotor wake is not impinging on the stator, and there is only a
single high momentum zone on the blade. At this phase one rotor
wake is located just upstream of the stator and a second~the one
located near the leading edge att/TR50.0) impinges on the blade
at mid chord, downstream of the high momentum region.

The distributions of turbulent kinetic energy clearly demon-
strate that the flow field consists of a lattice of wakes formed both
by the blades of the 1st stage, located upstream of the sample area,
and by visible blades of the 2nd stage. As the almost horizontally
aligned 1st-stage wakes pass through the 2nd stage rotor they are
chopped off, creating wake segments. An example of such a 1st
stage stator wake segment is evident in thek distribution t/TR
50.0, between the rotor blade and the wake of a previous blade
(x/Ls50.25,y/Ls50.1). The 1st-stage stator wake trajectory be-
comes discontinuous across the rotor wake~and blade! because of

the differences in the velocity magnitude on the suction and pres-
sure sides of the rotor blade. An example of stator wake ‘‘shear-
ing’’ can be seen in the turbulent kinetic energy plot att/TR
50.6. A little less obvious but still evident is the inclined wake of
the 1st stage rotor, which is located 6.5 rotor axial chords up-
stream. Att/TR50.0, it engulfs the leading edge of the 2nd-stage
rotor blade, and att/TR50.6 it is located above the emerging
blade leading edge.

The 2nd-stage stator blade chops off the incoming rotor wakes,
and the resulting train of inclined wake segments is transported
through the stator passage. Att/TR50.0 ~Fig. 2! one can identify
two rotor wakes inside the stator passage, a third segment is lo-
cated at the exit from the passage and another one is approaching
the leading edge of the stator blade. The latter is being chopped by
the leading edge of the stator att/TR50.6. The interaction of
these wake segments with the stator wake causes phase dependent
oscillations of the stator wake trajectory, to a great part due to
variations in flow angle within the rotor wake segment@18#. The
extent of the high turbulent kinetic energy zone in the core of the
stator wake also expands and contracts depending on the location
of the intersection with the rotor wake segment. More information
can be found in@18,19#.

Inherently, the flow field in the rotor frame of reference is also
phase dependent. Unfortunately, the field of view of the current
experiments~50350 mm2, height of Fig. 2! does not allow us to
obtain the entire flow field around a rotor blade from a single
phase measurement. For each rotor phase, we can either see the
flow around the leading edge or the wake region of the blade.
Nevertheless, it is possible to construct the entire flow field by
matching corresponding data sets obtained in different phases-
rotor orientations relative to the stator. This phase matching pro-
cedure can be explained as follows:

To begin, we recall that the experiments are performed in the
stator frame of reference. For 12 rotor blades, the rotor blade
passage of 30 deg is covered by collecting 10 independent data
sets every 3 deg of blade orientation. Hence, assuming rotor
passage-to-passage periodicity, the phase that follows phase 10
(t/TR50.9) would be the same as phase 1 (t/TR50.0). In the
rotor frame of reference, the stator passage is covered in 21.2 deg
of rotation since there are 17 stator blades. Therefore, a specific

Fig. 2 Phase-averaged velocity in the stator frame of reference „zV̄s z
¢

… and turbulent kinetic energy „k … at two rotor phases
covering the entire 2nd stage. UtipÄ8 mÕs is the blade tip velocity at 500 rpm, L sÄ203 mm is the stage length and xÄ0 is the rotor
leading edge. Arrow shows the rotor direction.
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rotor blade is located in almost the same position with respect to
the stator every 7th phase of our datasets. For example, the rotor
blade in phase 3~middle set in Fig. 3! is located in phase 10 at
almost the same position~0.2 deg difference! with respect to the
following stator blade, but in phase 10~bottom set of Fig. 3! that
particular rotor blade and the stator blade that it is facing are out
of our field of view. Thus, phases 3 and 10 represent matched
conditions of rotor orientation relative to the stator, and in fact,
phase 10 shows the wake of the blade in phase 3. Similarly, phase
6 can be positioned on top of phase 3 since it represents matched
conditions that have occurred 21 deg of blade orientation before
phase 3. This matching procedure allows us to reconstruct the
entire flow field in the rotor blade row~Fig. 3!. Of course, the
inherent assumption of this procedure is that the flow field in rotor
passages is periodic. Since the sample phases presented in Fig. 3
are recorded independently, and the mean flow and turbulence
structures/features seem to be continuous across the matched sets,
the assumption of rotor passage-to-passage periodicity seems to
be valid for this turbomachine. The complex flow field with the
lattice structure formed by the 1st and 2nd-stage rotor and stator
wakes become more evident in Fig. 3.

Matching all the appropriate rotor phases relative to the stator
enables us to construct the entire flow field around the rotor blade
in the rotor frame of reference, including its inlet and its wake.
Figures 4~a!, ~b!, and~c! are the resulting sample distributions of
phase-averaged velocity, phase-averaged flow angle and turbulent
kinetic energy, respectively, around the rotor blade at two different
stator phases. As expected, the flow field in the rotor frame of
reference is also dominated by the interaction with the 1st-stage
stator and rotor wakes. In phaset/TS50.286 (Ts is the stator
passage period! a stator wake, characterized by highk and lowā,
is just starting to impinge on the rotor blade. The inclined region
with elevated turbulent kinetic energy just above this stator wake
is the 1st-stage rotor wake. Another sheared/segmented wake can
be identified, one part on the pressure side of the blade and the
other near the trailing edge on the suction side. As noted before,
the discontinuity in wake trajectory is caused by the differences in
velocities on the suction and pressure sides of the blade. In the
rotor frame of reference the wake segment on the suction side
moves downward faster than the segment on the pressure side. At

t/TS50.858, the stator wakes are translated downward, and the
stator wake located in the previous set near the leading edge is
now chopped off, as it moves at different speeds on both sides of
the blade. Att/TS50.858, the rotor blade is also starting to cut
through the 1st-stage rotor wake.

The flow non-uniformities associated with wake-blade and
wake-wake interactions are discussed in detail in@19#. However, a
few examples that have bearings on the present paper should be
mentioned. For example, the phase averaged velocity contours
t/TS50.286 show that there is a low momentum zone accompa-
nied by~mostly! high ~negative! flow angle on the pressure side of
the rotor blade. This region coincides with the intersection of the
1st-stage stator and rotor wakes. Att/TS50.858 the same wake
intersection and associated non-uniformities can be seen interact-
ing with the rotor wake, just downstream of the rotor trailing edge
~at about 0.1,x/LS,0.2, 0.1,y/LS,0.2).

The interaction of the stator wake segments with the 2nd-stage
rotor wakes cause phase-dependent meandering of the rotor wake,
evident for example, in the upper rotor wake att/TS50.286~Fig.
4!. The wake intersections also involve substantial increase in the
magnitude of flow angle towards axial flow in the absolute frame
of reference. As demonstrated in@19#, the rotor wake is sheared
by the non-uniformities in the axial velocity distributions~abso-
lute frame!, which are a direct result of the ‘‘discontinuities’’ in
the trajectories of the stator wake. This shearing creates a kink in
the trajectory of the rotor wake, regions with concentrated vortic-
ity, high turbulence levels and high shear stresses, the latter with a
complex structure that resembles the mean strain. Although the
wakes diffuse, the regions of elevated turbulence~defined as ‘‘tur-
bulent hot spots’’! persist far downstream of their origins. In fact,
every region of wake intersection has an elevated turbulence level.
Two such kinks at wake intersections appear as sudden enlarge-
ments in the velocity contours att/TS50.286, at ~0.25,0.25!
and at ~0.16,0.38! in Fig. 4~a!. These complex flow non-
uniformities associated with wake-wake and wake-blade interac-
tions are advected downstream, causing phase-dependent varia-
tions in flow structure over the entire passage. As demonstrated in
the next sections, these phenomena generate high deterministic
stresses and considerable variations in the performance of the
rotor.

Fig. 3 Matched sets of phase averaged absolute velocity „zV̄s z
¢

… and turbulent kinetic energy „k … consisting of, from bottom to
top, phase 10 „t ÕTRÄ0.9…, phase 3 „t ÕTRÄ0.2… and phase 6 „t ÕTRÄ0.5…. Arrow shows the rotor direction.
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Average Passage Flow Field and Deterministic Stresses.
The measured phase averaged flow fields at ten different rotor
phases, which cover the entire rotor passage every 3 deg of rotor
orientation, enable us to calculate the average-passage flow fields
and distributions of deterministic stresses both in the rotor and
stator frames of references. Recall that each of the present phase-
averaged flow fields are ensemble averages of 100 instantaneous
realizations. The ‘‘average passage’’ flow fields presented in this
section correspond to the ‘‘time-averaging’’ operator applied on
the ‘‘ensemble-averaged’’ equations. We do not account for
passage-to-passage variations in this study. The average-passage
velocity in the stator and rotor frames of references are defined as

ûi
S~x,y!5

1

TR
E

0

TR

ūi
S~x,y,t !dt'

1

NR
(
n51

n5NR

ūi
S~x,y,fR,n! (5)

ûi
R~x,y!5

1

TS
E

0

TS

ūi
R~x,y,t !dt'

1

NS
(
n51

n5NS

ūi
R~x,y,fS,n! (6)

whereN is the total number of phase averaged realizations, cov-
ering an entire passage, the subscriptsS andR refer to the stator
and rotor passages, respectively, andf is the phase. The super-
scriptsS andR refer to frames of reference, andui , i 51,2 refers
to axial and lateral velocity components, respectively. Since the
measurements provide a finite number of phases, the blades do not
cover each point at the same frequency, and as a result the
average-passage data becomes patchy, especially within the pas-
sages. To provide a smooth transition and prevent the patchiness,
we have to construct additional fields every 0.75 deg of rotor
orientation. The process is based on linearly interpolating the ex-

Fig. 4 „a… Phase-averaged velocity in the rotor frame of reference „zV̄Rz
¢

…; „b… turbulent kinetic energy; „c… phase-averaged flow
angle „āR

… in the rotor frame of reference around the rotor blade for two different stator phases
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perimental data in points that are circumferentially shifted accord-
ing to their phase, using weighted averages based on the phase
lag. The newly constructed flow field is positioned based on its
phase. Since each pair of experimental data sets used for interpo-
lation is spatially shifted, the missing information at the bottom
and top edges is completed using the appropriate matched phases,
as explained in the previous section~see Fig. 3!. Figure 5 shows a
sample of measured~at t/TR50.6 andt/TR50.7) and interpolated
axial velocity profiles within the wake of the rotor blade in the
stator frame of reference. The smooth transition between the two
measured distributions is clearly evident.

In determining the average passage flow fields, the points that
fall inside the blades are assigned a zero fluid velocity to account
for the mass balance of the fluid. This procedure is consistent with
the gating function used in the derivation of average-passage
equations@1#, and is similar to the procedures used by Sinha et al.
@9# to calculate the same parameters. The deterministic stress ten-
sors in the stator frame of reference,t i j

S det(x,y), and rotor frame of
references,t i j

R det(x,y), are calculated from the difference between
the phase-averaged and average passage flow fields; i.e.,

t i j
S det~x,y!52
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n51

n5NR

@ ūi
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2û j
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1

2
~t11
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R 5
1

2
~t11
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where kdet
S and kdet

R are the deterministic kinetic energy in the
stator and rotor frames of reference, respectively.

Figures 6~a!, ~b! show the average passage velocity magnitude,
deterministic kinetic energy and deterministic shear stress distri-
butions, in the stator and rotor frames of reference, respectively.
Consistent with the reference frame, all the rotor phases are aver-
aged out in the stator frame of reference, and all the stator phases
are averaged out in the rotor frame of reference. Several observa-
tions can be readily made from these distributions:

In the Stator Frame of Reference (Fig. 6(a)).

1. The high momentum region on the suction side of the blade
and the structure of the stator wake are clearly visible in the
average-passage velocity distribution. The boundary layer

on the suction side becomes significantly thicker atx/LS
.0.62, but there is no flow separation~no reverse flow!, and
then generates a large wake zone.

2. Significant tangential nonuniformity inûi
S exists in the gap

between the rotor and the stator. ‘‘Potential flow’’~nonvis-
cous! effects associated with the presence of the stator blade
increase with decreasing distance from the leading edge,
particularly atx/LS.0.32. Another major contributor, espe-
cially at 0.13,x/LS,0.3 ~immediately downstream of the
rotor passage! is the tangential nonuniformities caused by
interacuons of the rotor blades with the 1st-stage rotor and
stator wakes, discussed briefly in the first part of this paper
and in more details in@19#. These~phase-dependent! inter-
actions modulate the distributions of both the momentum
being generated by the rotor, and the 1st-stage nonuniformi-
ties as they are advected through the rotor passage. Conse-
quently, the distribution and magnitude of the high momen-
tum region forming on the rotor suction side and extending
in to the rotor wake~see Figs. 2 and 3!, becomes phase
dependent. As an illustrating example, in Fig. 2 (t/TR
50.6) and atx/LS50.2, the region with high velocity is
bounded on its bottom side~at y/LS50.14) by a segment of
the 1st-stage stator wake. As this phase-dependent high mo-
mentum region is advected downstream, it also has a phase-
dependent trajectory. Consequently, specific regions in the
rotor-stator gap are periodically exposed to high momentum
flow, whereas other regions are not, resulting in a nonuni-
form average passage velocity. The lobe with elevatedûi

S in
the rotor-stator gap shows the average trajectory of the high
momentum flow. The location of this lobe is affected by the
orientation of the rotor blade as it interacts with and modi-
fies the flow nonuniformities generated by the 1st-stage
wakes.

3. Tangential nonuniformities in the distributions of determin-
istic kinetic energy (kdet

S ) and shear stress (t12
S det) develop

immediately downstream of the rotor passage and extend
into the gap between the stator blades. The elevatedkdet

S in
the rotor-stator gap is a direct result of the complex, phase-
dependent wake-wake and blade-wake interactions involv-
ing all of the upstream blade rows. These elevated levels are
extended into the stator passages, and slowly decay towards
the exit from the stator. Examination of the phase averaged
data ~Figs. 2 and 3! clearly show that the lattice of wakes
persists throughout the stator passage, and as discussed be-
fore, the wakes even modulate the stator wake.

4. Regions with high positive deterministic shear stress, ex-
tending diagonally from~0.25,0.05! to ~0.4,0.22!, appear up-
stream of the stator’s leading edge and extend into the stator
passage, above but not near the suction side of the blade.
This phenomenon is caused by phase-dependent unsteadi-
ness related to wake-wake interactions, especially the 1st
stage stator and the 2nd-stage rotor~see Fig. 3; also in@19#!.
High positive t12

S det indicates strong correlations between
negative and positive, axial and lateral, fluctuating~cyclic!
phase averaged velocity components. Such an occurrence is
an indicator for enhanced ‘‘deterministic mixing.’’ Note that
the high positivet12

S det region coincides with the lower edge
of the highkdet

S layer. Above it, coinciding with the upper
half of the elevatedkdet

S layer, the deterministic shear stress
is slightly negative. Thus, the highkdet

S region contains lay-
ers of shear stresses with opposite signs, a phenomenon that
one would expect to find in wakes~or jets!. However, the
high kdet

S does not coincide with the lobe of high average-
passage velocity. This disagreement may be a result of po-
tential flow effects that modify the velocity distribution near
the leading edge of the stator.

5. A narrow band of negative deterministic stresses develops
along the suction side of the blade boundary layer up to

Fig. 5 Sample comparisons between measured „t ÕTRÄ0.6 and
0.7… and interpolated „t ÕTRÄ0.625, 0.650 and 0.675 … phase-
averaged axial velocity profiles in the rotor wake „x ÕL s
Ä0.161…
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about x/Ls50.65, and then stops in the region where the
boundary layer becomes significantly wider. Phase depen-
dent variations in the flow near the wall, due to interactions
with the lattice of wakes of the previous blades, discussed
and illustrated briefly earlier in this paper~see also@18#!, is
the primary cause for this phenomenon. Note that the sign of
the stress isoppositeto the sign of Reynolds shear stresses
that would develop in the boundary layer. Preliminary analy-
sis indicates that, the deterministic production in this region
as well as within the stator passages is negative, indicating a
transport of energy from the phase averaged~unsteady! flow
to the average passage flow.

6. In the aft region of the stator suction boundary layer the
shear stress changes sign and becomes positive. Down-
stream of the stator trailing edge one can identify two high
stress layers with opposite signs. The regions of highkdet

S in
the stator wake coincide with both layers, i.e. the determin-
istic kinetic energy is high at the same place that the shear
stress is high.

In the Rotor Frame of Reference, (Fig. 6(b)).

1. Regions with low average-passage momentum in the rotor
frame of reference (ûi

R) are evident in both rotor wakes that

are located within the sample area. The first is trailing from
the blade and the second is generated by another blade lo-
cated above it.

2. The highest levels of deterministic kinetic energy (kdet
R ) are

found within the rotor wakes. Wake-wake interactions, such
as the shearing and bending of the rotor wake by the seg-
mented 1st stage stator, discussed before~and is the primary
topic of @19#!, are the primary cause for this phenomenon.
Elevated levels ofkdet

R can also be seen on the pressure side
of the blade. They are a result of phase-dependent variations
in velocity that occur as the rotor chops of the 1st-stage
stator wake, and cuts through the centerline of the 1st-stage
rotor wake. The resulting flow nonuniformities are then con-
vected along the blade surface and interact with the rotor
wake, generating the kinks~or meandering of the rotor
wake—see Fig. 4!, regions with concentrated vorticity and
turbulent hot spots@19#. The deterministic kinetic energy
levels are also elevated upstream and within the rotor blade
passages, mostly due to the transport of wakes generated by
the blade of the 1st stage through the passages.

3. Wide regions with low but significant positive deterministic
shear stress,t12

R det, form on both sides of the rotor blade.
Examination of the phase average data suggests that these

Fig. 6 „a… Distributions of average passage velocity magnitude „zV̂s z
¢

…, deterministic kinetic energy „k det
S

… and deterministic shear

stress „t12
S det

… in the stator frame of reference; „b… distributions of average passage velocity magnitude „zV̂Rz
¢

…, deterministic
kinetic energy „k det

R
… and deterministic shear stress „t12

R det
… in the rotor frame of reference
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‘‘halos’’ are a result of phase-dependent flow nonuniformi-
ties, caused by interactions of the rotor blade with the wakes
of the 1st-stage~chopping of the 1st stage stator wake and
splitting the 1st-stage rotor wake!. Clear evidence for these
nonuniformities is provided by comparing the two phases in
Fig. 4.

4. Parallel layers with elevated levels of positive and negative
shear stresses develop in the wake of the rotor blade, with
the positive layer reaching higher magnitudes. Upstream of
the stator passage the shear stress distribution within the
~upper! wake becomes completely positive and its magni-
tude increases. Examination of the phase-averaged velocity
distributions and flow angle in this region~not shown, see
@18#! indicates that the flow angle within the rotor wake
increases~in the absolute frame of reference! just upstream
of the stator wake. This angle change alters the sign of the
deterministic shear stress.

5. Regions of elevated deterministic stresseskdet
R andt12

R det ex-
tend downstream of both stator passages. As mentioned be-
fore, rotor wake segments transported through the stator pas-
sage modify the phase-averaged flow downstream of the
stator, and generate deterministic stresses.

Comparison Between Turbulent and Deterministic Stresses.
This section compares the distributions and magnitudes of Rey-
nolds stresses to the distributions and magnitudes of deterministic
stresses. Recall that the turbulent stresses are calculated from the
difference between the instantaneous and phase averaged data,
whereas the deterministic stresses are calculated from the differ-
ence between the phase averaged and average-passage data. Pre-
vious studies have already reported that the deterministic stresses
can be of similar or higher magnitude than the turbulent stresses
@4,5,9#. Figure 7 compares the present distributions ofkdet

S to k ~at
t/TR50.7), andt12

S det to 2u8v8 ~also att/TR50.7) at three axial
locations: 30 percent of the stator axial chord upstream from the
stator leading edge, mid stator passage, and 30 percent stator axial

chord downstream from the stator trailing edge. As is evident, in
all three axial locations the turbulent kinetic energy levels are
much higher than the corresponding deterministic kinetic energy
levels. In all three cases, the highk values are associated with
turbulent wakes, the 1st-stage stator wake in Fig. 7~a!, the wake
lattice in Fig. 7~b!, as well as the 2nd-stage stator wake~high
peak! and wake lattice~lower broad peak! in Fig. 7~c!. The only
exception with similar~but still lower! values is the elevatedkdet

S

region in the gap between the rotor and the stator. Conversely, the
levels of the turbulent and deterministic shear stresses are compa-
rable to each other. Atx/LS50.271~upstream of the stator!, there
is even a region wheret12

S det is higher than2u8v8 (0.05,y/LS

,0.15). As discussed before, wake-wake interactions involving
the 1st-stage rotor and stator wakes, as well as the 2nd stage rotor
wake, generate high phase-dependent unsteadiness in this region.
Within and downstream of the stator passage, the turbulent shear
stresses are higher than the deterministic stresses. It is also evident
that trends of the Reynolds and deterministic stresses differ
substantially.

The turbulent and deterministic stresses in the rotor frame of
reference are compared in Fig. 8. It shows the distributions ofk,
kdet

R , 2u8v8 andt12
R det at three axial locations, namely 30, 60, and

170 percent of the rotor axial chordlengths downstream from the
rotor trailing edge. The third sample is located close to the stator.
We use the turbulent kinetic energy and shear stress att/TR
50.5, consistent with the location of the rotor in Fig. 6~b!. In all
three cases the regions with elevated levels of deterministic ki-
netic energy are located within the rotor wake: in~a! (x/Ls
50.172) and~b! (x/Ls50.212) the wake is generated by the
blade shown in the sample area, and in~c! (x/Ls50.355) the
wake is generated by the blade above the sample area. Conse-
quently, one can identify corresponding peaks in the distributions
of turbulent kinetic energy. As explained before, interactions of
the rotor wake with the wakes of the 1st stage are the causes for
both. In ~a! and~b!, the levels ofkdet

R are substantially lower than

Fig. 7 Comparisons between k and k det
S

„upper row …, and between Àu 8v 8 and t12
S det

„lower row … at: „a… x ÕL SÄ0.271, „b…
x ÕL SÄ0.553, and „c… x ÕL SÄ0.835. Values at t ÕTRÄ0.7 are selected as representatives for the turbulent parameters.
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the levels ofk, whereas in plane~c! the values are comparable.
However, thek distributions contain additional peaks that occur, at
least for planes a and b, as the 1st-stage stator wake crosses the
sample plane. Interestingly, thek peaks associated with the rotor
wake decay quickly with axial distance, whereas the broader, ‘‘far
field’’ wake of the 1st-stage stator maintains almost the same level
of turbulent kinetic energy~note the differences in scales!.

Close to the rotor blade, atx/Ls50.212~Fig. 8~b!!, the levels of
t12

R det are elevated within the rotor wake, but are still lower than
the turbulent shear stress. Both stresses have layers with opposite
signs, consistent with the previous discussion, although this trend
is clearer in the Reynolds stress. Atx/Ls50.212 we miss the
positive stress peaks of the wake, but capture the negative peaks at
y/Ls50.01 ~see Fig. 6b!. Conversely, atx/Ls50.355, the plane
with the highest values oft12

R det in the rotor-stator gap, the deter-
ministic shear stress is significantly higher than the turbulent
stress. As noted before, at this location the magnitude of the shear
stress is affected by the stator-induced changes to flow angle. In
regions outside the rotor wake the deterministic shear stresses are
very small.

Effect of the Nonuniformities Present in the Average Pas-
sage Field on the Work Input. In this section we examine the
effect of flow non-uniformities associated with blade-wake and
wake-wake interactions on the performance of rotor, expressed in
terms of the work input of the rotor row. Figures 9~a!, ~b! show
the distributions of average-passage lateral~almost tangential! ve-
locity components in the stator frame of reference (û2

S5 v̂S),
downstream and upstream of the rotor row, respectively. The rotor
blade row occupies the space betweenx/LS50.0 and x/LS

50.132. As is evident from these plots, the distribution ofv̂S

becomes non-uniform in the tangential direction immediately
downstream of the rotor row. Although tangential nonuniformities
are expected close to the stator blade because of the potential flow
effects~Shang et al.@22#!, the 0.14,x/LS,0.21 region is located

more than 50 percent of the stator axial chord upstream of the
stator leading edge. Hence, this region should have minimal po-
tential flow effect associated with the 2nd-stage stator blade. Nev-
ertheless, the non-uniformities are evident. Substantial non-
uniformities inv̂S occur also upstream of the rotor blade row~Fig.
9~b!!. Figure 10 compares the average-passage lateral velocity
distributions in two axial planes, one is located 55 percent of the
rotor axial chord upstream of the rotor leading edge (x/LS
520.07), and the other is located 16 percent of the rotor axial
chord downstream of the rotor trailing edge (x/LS50.153). The
maximum tangential variation ofv̂S/U tip downstream of the blade
row is 7 percent, and 55 percent upstream of the rotor. We have
already established that the nonuniformities upstream of the rotor

Fig. 8 Comparisons between k and k det
R

„upper row …, and between Àu 8v 8 and t12
R det

„lower row …. „a… x ÕL SÄ0.172, „b… x ÕL S
Ä0.212, and „c… x ÕL SÄ0.355. Values at t ÕTRÄ0.5 that correspond to the same rotor location are selected as representatives
for the turbulent parameters.

Fig. 9 Distributions of average passage lateral velocity com-
ponent. v̂ SÕUtip , „a… downstream and „b… upstream of the rotor
blade row. The rotor blade occupies the 0.0 Ëx ÕL SË0.132 re-
gion. Flow from right to left.
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are predominantly caused by the presence of the 1st-stage stator
wakes. Within the 1st stage stator wake the lateral velocity is low
~the stator is designed to generate an axial flow!, whereas in the
regions outside of these wakesv̂S/U tip is higher, presumably due
to a decreased effectiveness with increasing distance from the
blade. Downstream of the rotor blade row, the increased lateral
velocities in the 0.13,y/LS,0.245 region is caused by the inter-
action of the rotor blade with the 1st-stage rotor and stator wakes,
discussed briefly in this paper and is the main topic of@19#.

In order to demonstrate the effect of these nonuniformities on
the specific work input of the blade row, let’s define two param-
eterW1* andW2*

W1* 5
v̂d

S2 v̂u,av
S

v̂d,av
S 2 v̂u,av

S W2* 5
v̂d

S2 v̂u
S

v̂d,av
S 2 v̂u,av

S (10)

where the subscriptsu andd refer to the selected planes upstream
and downstream of the rotor, respectively, and the subscript ‘‘av ’’
refers to average over the tangential direction. BothW1* andW2*
are indicators for the tangential nonuniformities in the average
specific work input, resulting, in the present case from interactions
with the 1st-stage wakes.W2* accounts for the non-uniformity at
the inlet to the rotor andW1* does not. Figure 11 shows the dis-
tributions ofW1* andW2* . The peak-to-peak variations inW1* and

W2* are 7 and 13 percent, respectively. These results are a clear
indication that the interaction of the rotor blade with the wake of
the 1st stage cause substantial variations in the performance of the
rotor. This conclusion holds in spite of the relatively high blade
spacings of the present turbomachine, a distance of 1.95 times the
rotor axial chord from the 1st-stage stator and 6.5 rotor axial
chords from the 1st-stage rotor~see Table 1!.

Conclusions
PIV measurements are performed in the 2nd stage of a two-

stage axial turbomachine. Phase averaged flow fields are obtained
for 10 different rotor phases covering the entire stage. Phase av-
eraged results are then used to obtain the average passage flow
fields and distributions of deterministic stress in the entire stage
both in the stator and rotor frames of references. The measured
phase averaged flow field is extremely complex and appears to
consist of a lattice of wakes. Wake-wake and wake-blade interac-
tions cause substantial phase-dependent. nonuniformities and high
turbulence both in the rotor and stator frames of references. These
phenomena generate high deterministic stresses and considerable
variations in the performance of the rotor.

The average-passage flow fields in the stator frame of reference
contain substantial tangential non-uniformities in the average-
passage velocity, as well as in the distributions of deterministic
kinetic energy and shear stress in the rotor-stator gap. Close to the
stator blade, the non-uniformity in the velocity distribution is
mainly due to the potential field of the stator. However close to
the rotor blade within the gap, the non-uniformities are due to the
interaction of the 1st-stage rotor and stator wakes with the rotor
blades. Tangential nonuniformities and elevated levels of deter-
ministic kinetic energy and shear stress inside the gap is a direct
result of the complex, phase-dependent wake-wake and blade-
wake interactions involving all of the upstream blade rows. These
elevated levels are extended into the stator passages, and slowly
decay towards the exit from the stator. The distributions of the
deterministic kinetic energy and the shear stress within the gap
also show a wake or jet like character, consisting of a high deter-
ministic kinetic energy region and layers of shear stresses with
opposite signs. Phase dependent variations in the flow near the
suction side of the stator blade results in negative deterministic
stresses along the suction side of the blade boundary layer. The
sign of the stress isoppositeto the sign of Reynolds shear stresses
that would develop in the boundary layer. Preliminary analysis
indicates that, the deterministic production in this region as well
as within the stator passages is negative, indicating a transport of
energy from the phase averaged~unsteady! flow to the average
passage flow. High levels of deterministic kinetic energy and
shear stress are also found within the stator wake mainly due to
the meandering of the stator wake, resulting from interaction with
the wakes generated by upstream blade rows.

In the rotor frame of reference, the deterministic kinetic energy
levels are maximum inside the rotor wakes. Wake-wake interac-
tions, such as the shearing and bending of the rotor wake by the
segmented 1st-stage stator are the primary cause for this phenom-
enon. Wide regions with low but significant positive deterministic
shear stress form on both sides of the rotor blade. Examination of
the phase average data suggests that these ‘‘halos’’ are a result of
phase-dependent flow non-uniformities, caused by interactions of
the rotor blade with the wakes of the 1st-stage~chopping of the
1st-stage stator wake and splitting the 1st-stage rotor wake!. El-
evated levels of positive and negative shear stresses also develop
in the wake of the rotor blade, with the positive layer reaching
higher magnitudes. Upstream of the stator passage the shear stress
distribution within the rotor wake becomes completely positive
and its magnitude increases, mainly due to phase dependent flow
angle variations in this region.

The deterministic stresses are also compared to the turbulent
~Reynolds! stresses. It is observed that the turbulent kinetic energy
levels are generally higher than the deterministic kinetic energy

Fig. 10 Distributions of v̂ SÕUtip in sample planes located up-
stream „x ÕL SÄÀ0.07… and downstream „x ÕL SÄ0.153… of the ro-
tor blade row

Fig. 11 Tangential nonuniformity in the average passage spe-
cific work input „W* … at 16 percent rotor axial chord down-
stream „at x ÕL SÄ0.153… of the rotor blade row due to the non-
uniform average passage lateral velocity distribution
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levels, whereas the shear stress levels are comparable, both in the
rotor and stator frames of reference. At certain locations the de-
terministic shear stresses are substantially higher than the turbu-
lent shear stresses, such as close to the stator blade in the rotor
frame of reference. At this location the magnitude of the shear
stress is affected by the stator-induced changes to the flow angle.

The substantial tangential non-uniformities in the lateral veloc-
ity component result in 13 percent variations in the specific work
input of the rotor. Thus, in spite of the relatively large blade row
spacings in the present turbomachine, the nonuniformities in flow
structure have significant effects on the overall performance of the
system.

It has to be kept in mind that all the measurements reported in
this paper are two-dimensional and at mid-span. We have actually
recorded 2-D data on two other radial planes~the hub and the tip!.
Midspan measurements are just the starting point of our studies.
Our future measurements will also include 3-D stereoscopic PIV
measurements in different radial planes.
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Nomenclature

k 5 turbulent kinetic energy
kdet 5 deterministic kinetic energy
Ls 5 stage length starting from rotor leading edge
N 5 total no. of instantaneous samples

NaI 5 sodium iodide
t 5 time

T 5 blade passing period
u 5 instantaneous axial velocity

U tip 5 velocity of rotor blade tip
v 5 instantaneous lateral velocity

uVW u 5 velocity magnitude
2u8v8 5 Reynolds shear stress

W* 5 specific work input variation
x 5 axial direction;x50 is the rotor leading edge
y 5 lateral direction~almost circumferential, but laser

sheet is flat!
ā 5 phase averaged flow angle~yaw angle!
f 5 rotor phase

t i j
det 5 deterministic shear stress tensor

Superscripts

R 5 rotor frame of reference
S 5 stator frame of reference
¯ 5 phase-averaged value
ˆ 5 average passage value

Subscripts

1 5 not including upstream nonuniformity
2 5 including upstream nonuniformity

av 5 tangential average
d 5 downstream

u 5 upstream
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Flow Nonuniformities and
Turbulent ‘‘Hot Spots’’ Due to
Wake-Blade and Wake-Wake
Interactions in a Multi-Stage
Turbomachine
This experimental study provides striking examples of the complex flow and turbulence
structure resulting from blade-wake and wake-wake interactions in a multi-stage turbo-
machine. Particle image velocimetry (PIV) measurements are performed within the entire
2nd stage of a two-stage turbomachine. The experiments are performed in a facility that
allows unobstructed view of the entire flow field, facilitated using transparent rotor and
stator and a fluid that has the same optical index of refraction as the blades. This paper
contains data on the phase-averaged flow structure including velocity, vorticity and
strain-rate, as well as the turbulent kinetic energy and shear stress, at mid span, for
several orientation of the rotor relative to the stator. Two different test setups with differ-
ent blade geometries are used in order to highlight and elucidate complex phenomena
involved, as well as to demonstrate that some of the interactions are characteristic to
turbomachines and can be found in a variety of geometries. The first part of the paper
deals with the interaction of a 2nd-stage rotor with the wakes of both the rotor and the
stator of the 1st stage. Even before interacting with the blade, localized regions with
concentrated mean vorticity and elevated turbulence levels form at the intersection of the
rotor and stator wakes of the 1st stage. These phenomena persist even after being ingested
by the rotor blade of the 2nd stage. As the wake segment of the 1st-stage rotor blade
arrives to the 2nd stage, the rotor blades become submerged in its elevated turbulence
levels, and separate the region with negative vorticity that travels along the pressure side
of the blade, from the region with positive vorticity that remains on the suction side. The
1st-stage stator wake is chopped-off by the blades. Due to difference in mean lateral
velocity, the stator wake segment on the pressure side is advected faster than the segment
on the suction side (in the absolute frame of reference), creating discontinuities in the
stator wake trajectory. The nonuniformities in phase-averaged velocity distributions gen-
erated by the wakes of the 1st stage persist while passing through the 2nd-stage rotor. The
combined effects of the 1st-stage blade rows cause 10–12 deg variations of flow angle
along the pressure side of the blade. Thus, in spite of the large gap between the 1st and 2nd

rotors (compared to typical rotor-stator spacings in axial compressors), 6.5 rotor axial
chords, the wake-blade interactions are substantial. The second part focuses on the flow
structure at the intersection of the wakes generated by a rotor and a stator located
upstream of it. In both test setups the rotor wake is sheared by the nonuniformities in the
axial velocity distributions, which are a direct result of the ‘‘discontinuities’’ in the tra-
jectories of the stator wake. This shearing creates a kink in the trajectory of the rotor
wake, a quadruple structure in the distribution of strain, regions with concentrated vor-
ticity, high turbulence levels and high shear stresses, the latter with a complex structure
that resembles the mean strain. Although the ‘‘hot spots’’ diffuse as they are advected
downstream, they still have elevated turbulence levels compared to the local levels around
them. In fact, every region of wake intersection has an elevated turbulence level.
@DOI: 10.1115/1.1509078#

Introduction
The unsteady flow field around and in the wakes of the rotor

and stator blades embedded within a multi-stage turbomachine is
dominated by the interaction of the upstream rotor and stator
wakes with the downstream blades and wakes. These interactions
can have a significant impact on the vibration and acoustic char-
acteristics of the machine. Therefore obtaining reliable and de-
tailed experimental data on the interaction of the rotor and stator

blades in a multi-stage turbomachine is critical, not only for un-
derstanding the physical mechanisms but also for the development
of reliable and accurate computational methods as well.

In a multi-stage turbomachine environment the upstream rotor
and stator wakes are chopped into segments as they pass through
rotor and stator blade rows. The wake segments are then trans-
ported through the rotor-stator gaps and blade passages, while
interacting with wakes generated by other blades as well as with
the blades themselves. These interactions cause substantial varia-
tions in the spatial and temporal distributions of momentum, en-
ergy and turbulence across the stage. Numerous numerical and
experimental studies have already focused on blade-wake and
wake-wake interactions. Numerical studies include unsteady
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national Gas Turbine and Aeroengine Congress and Exhibition, Amsterdam, The
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RANS simulations~e.g., Rai@1#, Ho and Lakshminarayana@2#,
Valkov and Tan@3#!. The basic idea behind the steady Average-
Passage RANS~Adamczyk@4#, Dawes@5#, Denton@6#, Rhie et al.
@7#! is to account for the unsteady interaction using deterministic
stress models. Flow nonuniformities associated with ‘‘chopping of
a wake’’ and the ‘‘negative jet’’ behind a rotor blade have already
been identified in numerical simulations~e.g., @2,3#!. These phe-
nomena have also been observed experimentally in 2-D PIV mea-
surements performed by Chow et al.@8#.

Experiments investigating unsteady rotor-stator interactions in
turbomachines have mostly been performed using single point
measurements by traversing between the blade rows and within
the blade passages, both in stationary and rotating frames of ref-
erences. These measurements have been performed using a variety
of probes including hot-wire, hot-film, LDV, split hot-film, five-
hole pitot, high response pressure transducer, etc.~Chesnakas and
Dancey @9#, Stauter et al.@10#, Zaccaria and Lakshminarayana
@11#, Prato et al.@12#, Suryavamshi et al.@13,14#, Sentker and
Reiss @15#!. Investigations of the effect of upstream wakes on
mixing have been performed using ‘‘tracer gas technique’’~e.g.,
Li and Cumpsty@16#!. Although the amount of experimental data
is substantial, inherently, these measurements cannot cover the
entire stage, and as a result miss some of the details essential for
understanding the complex physical mechanisms involved. Only
experimental data that covers the entire flow field in a multi-stage
turbomachine can resolve all the ‘‘causes and effects.’’ Thus, in
recent years 2-D particle image velocimetry~PIV! is gaining in-
creasing popularity as a means to investigate the flow with turbo-
machines~Dong et al. @17,18#, Day et al. @19#, Tisserant and
Bruegelmans@20#, Gogineni et al.@21#, Sanders et al.@22#, Sinha
et al. @23,24#, Wernet @25#!. PIV requires optical access for the
laser sheet and the camera to the region of interest, whereas the
flow field in a multi-stage turbomachine is usually optically ob-
structed by the blade rows. In addition, light reflections from the
blade surfaces and end-walls tremendously affect the quality of
images, especially near the boundaries. As a result, previously
obtained data in multi-stage axial turbomachines have covered
limited areas, away from boundaries and mostly between blade
rows. In order to overcome this problem, Uzol et al.@26# and
Chow et al.@8# have introduced a new facility that enables unob-
structed PIV measurements within an entire stage by matching the
optical index of refraction of the blades and the working fluid.
This method not only makes it possible to obtain a complete op-
tical access to the entire stage, it also minimizes the light reflec-
tion from the boundaries. This paper contains data obtained in this
facility.

The PIV measurements are performed within the entire 2nd

stage of a two-stage axial turbomachine, but the present paper
focuses on the flow around and immediately downstream of the
rotor blades. Complementary data on the overall flow structure
and turbulence within the stage can be found in Uzol et al.@26,27#
and Chow et al.@8#. The main objective is to investigate the
phase-dependent interactions of wakes generated by the upstream
blade rows with the rotor blades and its near wake. As this paper
demonstrates, the upstream wakes cause substantial temporal and
spatial nonuniformities in the flow structure and turbulence level.
These nonuniformities are caused both by the wake of the neigh-
boring stator, as well as by the wake of 1st-stage rotor that is
located 6.5 rotor axial chords upstream.

Experimental Setup and Procedures

Facility. The axial turbomachine test facility enables us to
perform complete PIV measurements at any point within an entire
stage including the rotor, stator, gap between them, inflow into the
rotor and the wake downstream of the stator. The unobstructed
optical access is facilitated using a rotor and stator made of a
transparent material~acrylic! that has the same optical index of
refraction as the working fluid~concentrated solution, 62–64% by
weight, of NaI in water!. This fluid has a specific gravity of 1.8

and a kinematic viscosity of 1.131026 m2/s, i.e., very close to
that of water. Thus, the blades become almost invisible, do not
obstruct the field of view, do not alter the direction of the illumi-
nating laser sheet while passing through the blades, and minimize
the reflection from the boundaries. Information related to use and
maintenance of the NaI solution can be found in@26#.

Two different test setups shown in Figs. 1~a!, ~b! have been
utilized to investigate the wake-wake and blade-wake interactions.
However, most of the results reported in this paper are obtained
using test setup no. 1. The more limited results from test setup no.
2 are used for demonstrating the presence and detailed flow struc-
ture around the turbulent ‘‘hot spots,’’ as will be discussed in the
following sections.

Test setup no. 1 has four blade rows forming two similar stages.
Both rotors has 12 blades, each with a chordlength of 50 mm,
span of 44.5 mm, thickness of 7.62 mm and camber varying from
2.54 mm at the hub to 1.98 mm at the tip. The resulting Reynolds
number based on the tip speed and rotor chordlength is 3.73105

at 500 rpm, the speed of the present tests. The stators have 17
blades, each with a chordlength of 73.2 mm, span of 44.5 mm,
thickness of 11 mm and camber of 6.22 mm. The system is driven
by a 25-HP rim-driven motor that is connected directly to the 1st-
stage rotor, preventing the need for a long shaft. The two rotors
are connected by a common shaft supported by precision bearings.
A shaft encoder and a control system are used for synchronizing
our PIV system with the rotor phase. The main geometrical pa-
rameters of the axial turbopump test setup no. 1 are listed in Table
1. More details about the facility can be found in@8#.

Test setup no. 2 shown in Fig. 1~b! has a different arrangement.
The 1st stage~rotor and stator! is identical to that of test setup
no. 1. but the 2nd stage consists of a stator followed by a rotor.
A honeycomb with 6-mm-dia openings occupies the entire gap

Fig. 1 The axial turbomachine „a… test setup no. 1 used during
most of the present experiments: „b… Test setup no. 2
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between the two stator rows. The purpose of this honeycomb is
to reduce the effect of large-scale turbulence generated at the up-
stream blade rows, and align the flow in the axial direction, con-
sistent with the orientation of the 1st stage stator. Similar to test
setup no. 1, there are 12 rotor and 17 stator blades~which
are also made of transparent acrylic! in the 2nd stage. The geo-
metrical parameters of this setup are given in Table 1. The ul-
timate purpose of this arrangement is to study the stability of
swirling wakes, but in this paper the data is used to demonstrate
the formation of turbulent hot spots behind the rotor in an envi-
ronment where the wakes of the 1st stage are suppressed by the
honeycomb.

PIV Setup and Experimental Procedure. Optical access is
provided by a window that extends from upstream of the rotor,
covering the entire 2nd stage and terminating downstream of the
stator~Figs. 1~a! and 2!. An additional transparent insert enables
us to insert a probe containing the laser-sheet optics~Fig. 2!.
Consequently, we can illuminate any desired plane with a laser
sheet from the hub to the tip of the blades, including the tip-gap.
The interrogated planes can be parallel or normal to the axis of
the turbomachine. The corner window also provides us with an
optical access to the interior of the rotor and the stator, which
is essential for future, 3-D, HPIV measurements~Zhang et al.
@28#!.

The PIV setup is shown in Fig. 2. The light source is a 50
mJ/pulse dual-head Nd-YAG laser whose beam is expanded to
generate a 1 mmthick light sheet. The flow is seeded using 20%
silver coated, hollow glass, spherical particles, which have a mean
diameter of 13mm and an average specific gravity of 1.6, i.e.,
slightly below that of the working fluid. The images are recorded
by a 204832048 pixels2, Kodak ES4.0, 8-bit, cross-correlation
digital camera and stored in a computer. The laser and the camera

are synchronized with the orientation of the rotor using a shaft
encoder that feeds a signal to a controller containing adjustable
delay generators. Consequently, we can acquire data at any de-
sired rotor phase. The controller also monitors the temperature
of the facility and the pressure difference that the turbomachine
generates.

The measurements involving test setup no. 1 cover the entire
2nd stage including the inflow to the rotor, the flow around the
rotor, the gap between the rotor and the stator, the flow around the
stator and the stator wake. Data has been obtained at 10 rotor
phases, every three degrees of blade orientation, which cover an
entire rotor blade passage of 30°. In this paper we present data
recorded at the mid-span plane and at a rotational speed of 500
rpm. For each condition~phase and location! at least one hundred
instantaneous realizations have been recorded. For selected cases
we record 1000 realizations in order to obtain converged statistics
on the turbulence. The sample area is 50350 mm2, and as a result
several~five! data sets at different axial locations with sufficient
overlap have been recorded to cover the entire stage. Data analy-
sis includes image enhancement and cross-correlation analysis us-
ing in-house developed software and procedures~Roth et al.
@29,30#!. Adapting these procedures to the current geometry, in-
cluding specific modifications to the image enhancement proce-
dures, and removal of the blade trace/signature prior to velocity
computations are discussed in@26#.

The uncertainty in mean displacement in each interrogation
window is about 0.3 pixels, provided the window contains at least
5–10 particle pairs. For the typical displacement between expo-
sures of 20 pixels, the resulting uncertainty in instantaneous ve-
locity is about 1.5%. Slip due to the difference between the spe-
cific gravity of the particle~1.6! and that of the fluid~1.8! may
cause an error of less than 0.2%, i.e., much less than other con-
tributors ~Sridhar and Katz@31#!.

Results and Discussion

Flow Field in the Entire Stage. Unless specifically stated,
most of the data presented in this paper is obtained using test
setup no. 1. The phase-averaged data and turbulence parameters
are calculated using,
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whereN5100 is the number of instantaneous vector maps,u and
v are the axial and lateral~almost circumferential, although the
light sheet is flat! velocity components, respectively, and the over-
bar indicates an ensemble average. The 3/4 coefficient fork,

Fig. 2 Optical access to the test section and the PIV system
used in the present experiments

Table 1 Geometrical parameters for test setups nos. 1 and 2
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the ‘‘turbulent kinetic energy,’’ is selected to account for the out of
plane velocity component assuming that it is an average of the
available measured components.

Sample phase-averaged velocity and turbulent kinetic energy
distributions within the entire stage, obtained by combining the
data from all the sample areas, are presented in Fig. 3. In the
phase-average velocity distribution one can observe the high mo-
mentum regions on the suction side of the stator blade, along the
aft suction side of the rotor blade and in the near wake of the rotor
blade. The latter can be seen in the wake of the rotor blade that is
already beyond the sample area and that rotor wake can easily be
identified in thek distribution.

The turbulent kinetic energy plot in Fig. 3~b! reveals four dis-
tinct rotor wakes: one trailing behind the rotor blade, the second
one impinging on the leading edge of the stator blade, the third
one located inside the stator passage and the fourth exiting the
stator passage, confined between the two stator wakes. The rotor
wakes are transported through the stator passage after they get
‘‘chopped off’’ by the stator blades. The wake of the 2nd-stage
stator is clearly visible. It follows a thickening of the boundary
layer ~but no separation, see@26#! near the trailing edge, on the
suction side of the stator.

Upstream of the rotor row, on the top and bottom of the right
hand side of the contour map, one can see the wakes of 1st-stage
stator ~in this example the lower one is barely visible!. These
wakes are broken to segments and scooped by the rotor blades.
Traces of this wake can be identified all the way to the exit of the
next stator as almost horizontal layers of elevated turbulence in
the regions between the rotor wakes. Due to differences in veloc-
ity on the two sides of the rotor, the 1st-stage stator wake is dis-
continuous across the rotor wake. At the intersection of the rotor
and stator wakes, for example above the leading edge of the stator
in the sample shown, a wide region of elevated turbulence level
forms. As discussed in detail in the following sections, this phe-
nomenon has been observed frequently at intersections of rotor
and stator wakes and we will refer to it as a turbulent ‘‘hot spot.’’
A little less obvious, but still evident is the wake of the 1st stage
rotor ~details and clearer illustrations follow!. In the phase shown
it engulfs the leading edge of the 2nd-stage rotor.

Interaction of the Rotor Blade With Upstream Rotor and
Stator Wakes. Complex wake-blade interactions occur as the 1st

stage rotor and stator wakes pass through the rotor of the 2nd

stage. Figure 4 is a sample turbulent kinetic energy distribution
~for one of the phases! within the 2nd-stage rotor, illustrating the
presence of several distinct wake zones generated by the rotor
blade and the upstream blade rows. The two 1st-stage stator wakes
which are aligned almost horizontally on the upper and lower
parts of the map, as well as the 2nd-stage rotor wake are clearly
visible. In addition, in spite of being weaker, one can still identify
the 1st-stage rotor wake which is inclined between the stator

wakes, and extends just in front of the blade leading edge. The
1st-stage stator wake in the lower right corner of the domain is
being chopped off by the rotor blade.

Figure 5 shows eight flow parameters at four different phases of
the rotor blade, including the phase-averaged axial velocity, lateral
velocity, velocity magnitude, absolute flow angle, vorticity and
shear strain rate, as well as the turbulent kinetic energy and Rey-
nolds shear stress. The following characteristic patterns exist in all
of these distributions:

~a! When the stator wake is not interacting with other blades or
wake, it is characterized by low phase-averaged axial velocity,
mean vorticity of opposite signs on both sides of the wake, high
turbulent kinetic energy, peaking at the center of the wake and
shear stresses of opposite signs peaking on both sides of the wake.

~b! The near-field rotor wake is characterized by a high lateral
velocity and low axial velocity, resulting in high flow angle. Pro-
ceeding across the wake, there is an abrupt change in velocity
magnitude, especially near the trailing edge of the blade. The
turbulent kinetic energy is very high, with peak values reaching

Fig. 3 „a… Phase-averaged velocity and „b… turbulent kinetic energy distributions at midspan, obtained by combining the results
in several measurement domains. UtipÄ8 mÕs is the tip velocity of rotor blade at 500 rpm: L sÄ203 mm is the stage length starting
from the rotor leading edge.

Fig. 4 Turbulent kinetic energy distribution within the
2nd-stage rotor passage, showing the wake of the rotor blade
and the wakes of the 1 st stage „rotor and stator … passing
through and interacting with the blades
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Fig. 5 Distributions of phase averaged: axial „ū … and lateral „ v̄ … velocity components, velocity magnitude „zV̄z…, flow angle „ā…

vorticity „v̄…, and shear strain „S̄xy …, as well as turbulent kinetic energy „k … and Reynolds shear stress „Àu 8v 8… within the rotor
passage of the 2 nd stage. Data at four rotor phases, t ÕTRÄ0.1, 0.3, 0.5 and 0.7, are presented. Negative vorticity is out of the plane
of the paper.
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k/U tip
2 53931023, and the two sides of the wake have relatively

high vorticity of opposite signs. The high shear stresses are ini-
tially positive throughout the wake and then start having opposite
signs.

~c! The wake of the 1st-stage rotor is inclined and weaker, but

still has elevated levels ofk, with mean vorticity and Reynolds
shear stress with opposite signs on both sides. Before interacting
with the rotor blade, the signature of the 1st-stage rotor wake is
particularly evident att/TR50.3, as inclined lines with elevated
vorticity and shear stress of opposite signs.

Fig. 5 „continued …
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When these wakes interact with each other and with the rotor
blade, the result is a very complicated flow field. To illustrate
specific phenomena, we follow them across the phases and iden-
tify specific cases where they are particularly noticeable.

Chopping of the Stator Wake.As it passes through the rotor,
the stator wake is chopped-off by the blades. As thek distributions
show most clearly, att/TR50.7 the leading edge of the blade cuts
through the wake and att/TR50.1 the high turbulence region is
aligned with the pressure side of the blade. Due to difference in
mean lateral velocity, the stator wake segment on the pressure side
is advected upward faster than the segment on the suction side~in
the absolute frame of reference!, creating what appears to be a
discontinuity across the rotor blade and its wake. This phenom-
enon is particularly evident in the distribution ofk and axial ve-
locity at t/TR50.7. At the intersection of the blade with the stator
wake, the horizontal velocity component is lower, for example on
the pressure side of the blade att/TR50.3.

Interaction of the 1st-Stage Rotor Wake With the 2nd-Stage Ro-
tor Blade. As the wake segment of the 1st-stage rotor blade
~bounded by the two stator wakes! arrives to the 2nd stage, the
rotor blades cuts through it, separating the region with negative
vorticity ~left side! that travels along the pressure side of the
blade, from most of the region with positive vorticity that remains
on the suction side. This process starts att/TR50.7, and as it
progresses att/TR50.1, 0.3, and 0.5, it creates wide regions with
negative vorticity along the pressure side of the blade and positive
vorticity on the suction side. The contribution of the blade itself to
the vorticity is confined to the flow very near the surface and in
the blade wake, consistent with the fact that the boundary layer on
the rotor blade remains attached. Cutting through the 1st-stage
rotor wake, as thek distributions att/TR50.1, 0.3, and 0.5 con-
firm, also puts the blade in a wide flow domain with positive
Reynolds stress on both sides of the blade, including the pressure
side, where the wall generated shear stress should be negative.

Interaction of the 1st-Stage Rotor Wake With the 1st-Stage Stator
Wake. Even before interacting with the blade, localized regions
with high/concentrated mean vorticity and elevated turbulent ki-
netic energy form at the intersection of the rotor and stator wakes
of the 1st stage. This phenomenon can be observed at (t/TR
50.5, x/LS50.05, y/LS50.025) and (t/TR50.7, x/LS50.075,
y/LS50.05). Consistent with the forthcoming discussion, we sus-
pect that this phenomenon is a remainder of turbulent hot spots
generated at wake-intersections of the 1st stage. The concentrated
vorticity and elevated turbulence at the intersection persists after
being engulfed by the blade (t/TR50.1, x/LS50.15, y/LS
50.1– 0.15). The shear stresses are also high at the same location.

Nonuniformity in Mean Flow Associated With Wake-Blade In-
teractions. The nonuniformities in phase-averaged velocity dis-
tributions generated by the wakes of the 1st stage persist while
passing through the 2nd-stage rotor. For example, as the distribu-
tions ofn anda at t/TR50.1 and 0.3 show~especially the latter!,
the 1st-stage rotor wake increases the lateral velocity component
and flow angle along the pressure side of the blade. The stator
wake generates regions with low velocity, for example down-
stream of the leading edge of the rotor blade att/TR50.7. The
combined effect of the 1st-stage rotor and stator cause 10–12 deg
variations of flow angle along the pressure side of the blade. The
nonuniformity in the tangential velocity implies significant effects
on the work input of the blade row. Indeed, as discussed in@27#,
the wake-induced tangential variations in the work input of the
present system are about 13%. Thus, the interaction with wakes
has a considerable effect on the performance of the turbomachine
in spite of the relatively large blade row spacings specified in
Table 1. Combining the gaps and the stator passage, the 1st-stage
rotor trailing edge is located 6.5 rotor axial chords upstream of
the 2nd-stage rotor. Nonetheless, the wake-blade interactions are
substantial.

Formation of ‘‘Kinks’’ and ‘‘Turbulent Hot Spots’’ due to
Wake-Wake Interactions. We have already mentioned that tur-
bulent hot spots, i.e., localized regions with high turbulent kinetic
energy, are generated at the intersection of the 1st-stage rotor and
stator wakes. This phenomenon was initially observed in a much
clearer form during experiments performed using Test Setup No.
2. Subsequent examinations of the data obtained with Test Setup
No. 1 have confirmed the existence of these hot spots in both
systems. This section focuses on this phenomenon.

The measurements with test setup no. 2 have been performed at
800 rpm, and as of today only a single phase of the rotor blade has
been completed~the experiments are in progress!. Recall that in
this case a honeycomb is inserted in the gap between the 1st and
2nd stages, and the 2nd-stage rotor is located downstream of the
stator.

Figure 6 shows the phase-averaged velocity magnitude, flow
angle, vorticity and mean shear strain rate as well as the turbulent
kinetic energy and Reynolds shear stress distributions in the wake
of the 2nd rotor. Two rotor wakes, one trailing behind the blade
and the other on the top left corner, as well as two horizontally
aligned segments of the upstream stator wake located in between
the rotor wakes are clearly visible in the distributions ofk. The
regions occupied by the stator wake segments can also be identi-
fied as the layers with low phase-averaged momentum, low flow
angle, significant variations in the magnitude ofS̄xy , as well as
vorticity and shear stress with alternating signs on both sides of
the wakes.

A peculiar flow phenomenon develops at the intersections of
stator and rotor wakes. It consists of:

~a! A distinct peak with high turbulent kinetic energy, leading
us to define it as a turbulent ‘‘hot spot.’’ Two such peaks are
evident in the sample shown, at (x/CRx50.62,y/CRx50.64) and
at ~1.6, 1.42!, the latter belonging the wake of another blade. The
level of k within the hot spot at~0.62, 0.64! is about twice the
level in the rotor wake in the vicinity of the spot, and about 20
times the level in the~relatively! low turbulence zones outside of
the wakes. Below the maximumk point, there is a ‘‘kink’’ in the
trajectory of the rotor wake.

~b! Regions with high and low mean velocity magnitude are
located within the rotor wake on both sides of the high turbulence
peak, with the highest velocity gradients coinciding with the point
of maximum turbulence. Together with two additional local peaks
located to the left of the rotor wake, one within the stator wake
segment~minimum! and the other above it~maximum!, they form
a quadruple of local extremums. Parts of the same arrangement
can be seen around the second hot spot.

~c! In the wake with a hot spot at~0.62, 0.64!, the point with
maximum flow angle coincides with the turbulence peak. In the
other wake, the angle peak is located slightly above and to the left
of the maximumk point. The distribution of flow angles clearly
shows the ‘‘kink’’ in both rotor wakes.

~d! A region with positive vorticity that coincides with the hot
spot, giving the impression that the phase-averaged vorticity sheet
trailing from the rotor rolls up into a large vortex~0.62, 0.64!. The
vorticity in the rotor wake path downstream of this point is sig-
nificantly lower. The rotor wake region with negative mean vor-
ticity seems to circumvent the concentrated positive peak and then
splits into two branches, one continuing with the rotor wake and
the other aligned with the stator wake. Below the hot spot the
rotor wake continues to be divided to layers with positive and
negative vorticity. The vorticity peak at~1.6, 1.42! appears already
separated from the sheet, but the overall pattern persists.

~e! Discontinuities in the distributions of2u8v8. In both rotor
wakes shown, the region with negative stress has a kink just above
the center of high vorticity~and highk! region. At the center there
is abrupt transition from negative to positive Reynolds stress. Be-
low the hot spot the rotor wake is again divided to layers with
negative and positive Reynolds stresses.
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~f! Two layers with negative and positive mean strain-rate ex-
tends from the trailing edge of the blade. In the vicinity of the
~0.62, 0.64! hot spot~only! the high negative strain rate region has
a trajectory that coincides with the layer of high negative Rey-
nolds stress. Almost exactly at the center of the hot spot there are
abrupt changes to the strain magnitude. For both rotor wakes
shown there are four distinct strain peaks arranged in a quadruple
configuration, two with positive peaks and two with negative
peaks.

Measurements performed further downstream~not shown!, of
the rotor blade reveal that the structures developing at the inter-
section of wakes diffuse but are still clearly evident, at least up to
two chordlengths downstream of the rotor blade~future measure-
ments will track them further downstream!.

In order to further elucidate the flow structures involved and the
reasons for their formation, Figure 7 shows a vector map of the
phase-averaged velocity overlaid on the vorticity after subtracting
the mean velocity at the center of the~0.62, 0.64! hot spot. The
two positive vortices are clearly evident along with the elongated
‘‘vortical structure’’ with negative vorticity trailing behind the
blade. Examinations of this plot and Figure 6 indicates that the
kink in the blade wake is caused by~related to! discontinuities in
the trajectories of the stator wake across the rotor wake caused by
differences in velocity in the suction and pressure sides of the
rotor blade. Consequently, just below the kink in Fig. 7, the region
to the left of the rotor wake is part of a stator wake segment,
whereas the region to the right of the rotor wake is not part of the
stator wake, and has a significantly higher axial velocity than
stator wake segments above and below it. This relatively highu
region pushes part of the rotor wake to the left creating the kink.

Fig. 6 Wake-wake interactions as the rotor wake of test setup no. 2 intersects with the stator
wake. Shown are the distributions of phase-averaged velocity magnitude „zV̄z…, flow angle „ā…

vorticity „v̄…, and shear strain „S̄xy …, as well as turbulent kinetic energy „k … and Reynolds shear
stress „Àu 8v 8…. xÄ0 is the rotor trailing edge and CRxÄ24 mm is the rotor axial chord. Utip
Ä12.8 mÕs is the blade tip speed at 800 rpm. The arrows indicate the location of stator wake
segments. Negative vorticity is out of the plane of the paper.

Fig. 7 A vector map of the velocity relative to the velocity at
the center of the „0.62, 0.64… vortex overlaid on the vorticity
distribution. The arrows indicate location of the stator wake
segments „see also Fig. 6 …. Negative vorticity is out of the plane
of the paper.

560 Õ Vol. 124, OCTOBER 2002 Transactions of the ASME

Downloaded 01 Jun 2010 to 171.66.16.35. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Since the domain to the left of the point of maximum vorticity in
the rotor wake has low momentum~see Fig. 6!, the relative flow is
diverted either upward~along the axis of the rotor wake! or down-
ward. The upward flow generates the concentrated vortex. Exami-
nation of the instantaneous data near the vortex center reveals that
the high turbulence level at this location is caused by slight varia-
tions in the location of the vortex~meandering! and the high ve-
locity gradients at this location.

As the rotor wake is being shed it is periodically deformed by
the local nonuniformities in the advection velocity resulting from
the discontinuities in the stator wake. Since these discontinuities
are caused by differences in the velocity on the two sides of the
blade, their extent are related to the blade loading. Thus, one
should expect to find different levels of wake kinking on different

blades, but the phenomenon is an inherent result of the chopping
of the stator wake by the rotor. Consequently, one should expect
to find similar phenomena in test setup no. 1, except that the
additional 1st-stage rotor wake, and the fact that it engulfs the
2nd-stage rotor complicates matters even further.

Clear indications that the wake kinking and the resulting do-
mains with concentrated vorticity, elevated turbulence levels,
variations in shear strain and Reynolds stress for test setup no. 1
are presented in Fig. 8. In this example there are two kinks with
the regions containing concentrated positive vorticity centered
around~0.16, 0.17! and~0.255, 0.03!. The distributions ofū andk
confirm that these kinks also occur in regions with velocity mis-
match across the rotor wake associated with the discontinuity in
stator wakes. The Reynolds stress distributions are also quite simi-

Fig. 8 Phase-averaged flow showing wake-wake interactions and the formation of a kink in the 2 nd-stage rotor wake of test
setup no. 1, t ÕTRÄ0.9. „a… An enlarged vector map of the velocity relative to the velocity at the center of the „0.16, 0.17… ‘‘vortex’’
overlaid on the vorticity distribution. Negative vorticity is out of the plane of the paper. „b… ū „c… Àu 8v 8 „d… S̄xy „e… k . xÄ0 on the
second x -axis is the rotor trailing edge and CRxÄ27 mm is the rotor axial chord.
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lar. Above the~upper! kink 2u8v8 is positive, and just above it a
layer with negative stress that curves around the center of the
vortex forms. Two stress layers with opposite signs appear below
the kink. The strain distributions in Fig. 8 are also shifted relative
to the vorticity and it is more difficult to identify the quadruple
arrangement. However, one can still observe zones with positive
strain rate peaks immediately above and below the kink, consis-
tent with the results in Figure 6.

Unlike the distinct positive vortex of test setup no. 2, the upper
positive ‘‘vortex’’ of test setup no. 1~Figure 8~a!! is more elon-
gated and the lower one is spread over a wider area. In fact the
positive vorticity area is comparable in shape to the region with
negative vorticity. As a result, the velocity gradients near the vor-
tex centers are not as distinct, resulting in broader regions with
elevated turbulent kinetic energy~k is higher everywhere!. Con-
sequently, as the wakes of blade setup no. 1 evolve, the broad high
k peaks not necessarily coincide with the positive vorticity peaks.
However, they do form and persist, as Fig. 3 shows~as well as
data obtained in other phases!. Furthermore, we have also identi-
fied hot spots at the intersection of the~far field! wakes of the
1st-stage rotor and stator as they arrive to the 2nd-stage rotor~Fig.
5, t/T50.5 and 0.7!. Note that this flow phenomenon is different
since the 1st-stage rotor operates in a wake-free region, and is then
chopped by the 1st-stage stator. Consequently, one should expect
to find some differences in the structure of the interactions, espe-
cially since the wake of the present stator is larger and wider than
that of the rotor@26,27,8#. The details on these interactions will be
the focus of future papers.

Conclusions
PIV measurements covering the entire 2nd stage of a two-stage

turbomachine enable us to study the complex flow and turbulence
structure resulting from blade-wake and wake-wake interactions
in a multi-stage turbomachine. Two blade geometries are used in
order to highlight and elucidate complex phenomena involved, as
well as to demonstrate that some of the interactions are character-
istic to turbomachines and can be found in a variety of geometries.
We are not going to repeat here all the details reported in the
previous sections. However, some of the main findings should be
emphasized.

The first part of the paper deals with the interaction of a
2nd-stage rotor with the wakes of both the rotor and the stator of
the 1st stage. Even before interacting with the blade, localized
regions with high/concentrated mean vorticity and elevated turbu-
lent kinetic energy and Reynolds shear stress form at the intersec-
tion of the rotor and stator wakes of the 1st stage. These phenom-
ena persist even after being chopped by the blade. As the wake
segment of the 1st-stage rotor blade arrives to the 2nd stage, the
rotor blades cuts through it, separating the region with negative
vorticity ~left side! that travels along the pressure side of the
blade, from most of the region with positive vorticity that remains
on the suction side. Cutting through the 1st-stage rotor wake also
submerges the blade in a wide flow domain with elevated turbu-
lence levels and positive Reynolds stress on both sides of the
blade. As it passes through the rotor, the stator wake is chopped-
off by the blades. Due to difference in mean lateral velocity, the
stator wake segment on the pressure side is advected upward
faster than the segment on the suction side~in the absolute frame
of reference!, creating discontinuities in the wake trajectory.

The nonuniformities in phase-averaged velocity distributions
generated by the wakes of the 1st stage persist while passing
through the 2nd-stage rotor. For example, the 1st-stage rotor wake
increases the lateral~;tangential! velocity component and flow
angle along the pressure side of the 2nd-stage rotor blade, and the
1st-stage stator wake generates regions with low axial velocity.
The combined effect of the 1st-stage wakes causes 10–12 deg
variations of flow angle along the pressure side of the blade,
which will result in significant phase-dependent variations in work

input of the blade row. Thus, in spite of the large gap between the
1st and 2nd-stage rotors~6.5 rotor axial chords!, the wake-blade
interactions are substantial.

The second part focuses on the details of the flow structure at
the intersection of the wakes generated by a rotor and a stator
located upstream of it. The honeycomb separating the 1st and 2nd

stages of setup no. 2 enables us to obtain a clearer picture on the
flow/turbulence structure, but the same phenomena persist in both
systems. In both cases the rotor wake is sheared by the non-
uniformities in the axial velocity distributions, which are a direct
result of the ‘‘discontinuities’’ in the trajectories of the stator wake
across the rotor wake. This shearing creates a kink in the trajec-
tory of the rotor wake, a quadrupole structure in the distribution of
strain, regions with concentrated vorticity, high turbulence levels
and high shear stresses~the latter with a complex structure that
resembles the mean strain!. The instantaneous data near the vortex
center reveals that the high turbulence level is greatly affected by
variations in the location of the vortex~meandering! and the high
velocity gradients at this location. Although the ‘‘hot spots’’ dif-
fuse as they are advected downstream, they still have elevated
turbulence levels compared to the local levels around them. In
fact, it seems that every region of wake intersection has an el-
evated turbulence level. We plan to follow the evolution and dis-
sipation of these hot spots in future papers. It has to be kept in
mind that all the measurements reported in this paper are two-
dimensional and at mid-span. We have actually recorded 2-D data
on two other radial planes~the hub and the tip!. Mid-span mea-
surements are just the starting point of our studies. Our future
measurements will also include 3-D stereoscopic PIV measure-
ments in different radial planes.
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Nomenclature

CRx 5 rotor blade axial chord
k 5 turbulent kinetic energy

Ls 5 stage length starting from the rotor leading edge
N 5 total number of instantaneous samples

NaI 5 sodium iodide
S̄xy 5 phase averaged mean shear strain rate

t 5 Time
TR 5 rotor blade passing period

u 5 instantaneous axial velocity
ū 5 phase averaged axial velocity

U tip 5 velocity of rotor blade tip
v 5 instantaneous lateral velocity
v̄ 5 phase-averaged lateral velocity

uVW u 5 Phase-averaged velocity magnitude
2u8v8 5 Reynolds shear stress

x 5 axial direction,x50 is rotor leading edge
y 5 lateral direction~almost circumferential, but laser

sheet is flat!
ā 5 phase-averaged flow angle~yaw angle!
f 5 rotor phase
V 5 angular velocity of rotation in rad/s
v̄ 5 phase-averaged vorticity
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Analysis of Rotor-Rotor
and Stator-Stator Interferences
in Multi-Stage Turbomachines
A nonlinear harmonic methodology is adopted to analyze interactions between adjacent
stages in multi-stage compressors. Of particular interest are the effects of circumferential
‘‘aperiodic’’ distributions and the relative circumferential positioning (‘clocking’) of
blades. The main feature of the present approach is that both the aperiodic and clocking
effects are very efficiently included with circumferential ‘‘steady’’ harmonic disturbances.
Consequently, a single run of the nonlinear harmonic solver using a single-passage do-
main can produce the whole annulus unsteady and aperiodic time-averaged flow field. In
addition, performance variation at any clocking position can be obtained simply by post-
processing the result. A case study is presented for a two-and-half-stage transonic com-
pressor, and the present results show much stronger rotor-rotor interaction than stator-
stator interaction. A mechanism leading to strong rotor-rotor interference seems to be the
interaction between upstream rotor wakes and the downstream rotor passage shock
waves. A rotor-rotor clocking study illustrates a qualitatively different loss variation with
respect to clocking position in a transonic flow compared to that in a subsonic flow.
@DOI: 10.1115/1.1508382#

1 Introduction
Computational fluid dynamics~CFD! methods for steady flow

analysis of isolated blade rows can now be routinely used on a
daily basis in compressor designs. The market forces to reduce
both design cycle time and manufacturing costs lead to a stricter
requirement to enhance the current design capability for multi-
stage machines. The trend for more compact~higher loading! de-
signs requires improvement of our current understanding and pre-
dictive capability of stage matching/interactions in a steady and/or
unsteady manner in a multi-stage environment. It is recognized
that full-scale unsteady Navier-Stokes simulations of all determin-
istic temporal and spatial nonuniformity can provide useful infor-
mation to form a basis to help our understanding of unsteady
effects~e.g., Giles,@1#, Arnone and Pacciani@2#!. However, this
kind of multi-passage time-dependent simulations would need
large computing resources, and are not feasible to be used in a
daily design environment. The main factors on computational ef-
ficiency of multi-stage time-domain unsteady CFD solvers in
comparison to a steady flow solution are:~a! the requirement for a
multi-passage/whole annulus domain, due to inherent rotor-stator
relative motion and effectively arbitrary blade counts in different
bladerows; and~b! the requirement for a time-accurate integration
scheme.

There are basically two different kinds of approaches to multi-
stage CFD modeling currently available for a design purpose. The
first approach follows the mixing-plane treatment originally pro-
posed by Denton and Singh@3#, in which circumferential non-
uniformity is mixed-out ‘‘instantly’’ at a rotor-stator interface. It
should be emphasized that though one may choose different flow
variables to be mixed out, the mixing process should be solely
dictated by the conservation laws, and consequently there must be
a mixing loss generated at the interface. In addition to this mixing
loss generated at the interface somehow artificially, the unsteady
transportation of the disturbances and the subsequent interaction
effects on the adjacent bladerows would be completely lost. The

second approach follows the framework proposed by Adamczyk
@4,5# to account for bladerow interaction effects on time-averaged
and passage-averaged flows by including the deterministic stress
terms. Compared to the mixing-plane approach, Adamczyk’s ap-
proach can include much more interbladerow interaction mecha-
nisms, but its superiority over the former depends on how the
deterministic stress terms are modeled. In addition to Adamczyk’s
own model, there have been various recent efforts in identifying
efficient ways of providing closure of these extra stress terms,
either by using simple quasi-steady models~Rhie et al.@6#!, semi-
analytical models~van de Wall et al., 2000@7#! or by time-domain
simulations~e.g., Hall,@8#, Dorney and Sharma@9#.

The present work is aimed at using an efficient and accurate
computational method to obtain the deterministic stress terms for
a multi-stage environment. As a starting point, our main intention
is that the modeling methodology should be based on solving the
unsteady Navier-Stokes equations without resorting to expensive
time-accurate integrations of the equations in multi-passage do-
mains. To this end, the frequency-domain-based nonlinear har-
monic approach has been adopted. The methodology was initially
developed for blade aeroelastic calculations~Ning and He@10#,
He and Ning @11#! and more recently extended to calculating
rotor-stator interactions~Chen et al.@12#!. One particular issue to
be addressed here is how to include rotor-rotor and stator-stator
interactions in terms of the aperiodicity and clocking in the single-
passage harmonic calculation for arbitrary blade counts. Further-
more, previous studies on clocking effects have been largely con-
fined to stator rows. One might ask, does a rotor-rotor interaction
behave in the same way as a stator-stator one?

2 Flow Physical and Numerical Modeling

2.1 Baseline Steady Viscous Flow Model.For convenience
of simulating flows in multiple-bladerow turbomachinery, a cylin-
drical co-ordinate (x,u,r ) in an absolute system is adopted. For a
rotor bladerow, this would avoid the extra terms related to the
Coriolis term etc., and is preferred for convenience of the treat-
ment at a rotor-stator interface. A mesh around a rotor row will be
seen as a moving mesh in the absolute system. An integral form of
the 3-D unsteady Reynolds-averaged Navier-Stokes equations
over a moving finite volume is
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Si•dV1R R
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@Vxnx1Vunu1Vrnr #•dA (1)

whereU, F, G, andH are the standard conservative variable and
inviscid flux vectors.nmg5Vr is the grid moving velocity and the
extra inviscid flux termUnmg accounts for the contribution to the
fluxes due to moving grids.Si is the inviscid source term to in-
clude the centrifugal effect for maintaining a circumferential
movement in the radial momentum equation. Detailed formula-
tions for these viscous stress terms can be found elsewhere~e.g.,
Hoffmann et al.@13#!. For turbulent flows, the Baldwin-Lomax
mixing-length model is currently used to close the Reynolds
stresses.

On solid blade/endwall surfaces, the log-law is applied to de-
termine the surface shear stress and the tangential velocity is left
to slip. This treatment is preferred for 3-D multi-stage calculations
because of the relatively coarse meshes to be used. Both over
rotor tip clearance and under stator hub clearance effects are in-
cluded typically using one to three mesh cells. At the inlet to the
multi-stage computational domain, stagnation parameters and
flow angles are specified. At the exit, the pitchwise mean static
pressure at each spanwise section is specified, and the local
upstream-running characteristic is formulated to drive the pitch-
wise average pressure to the specified value, while the local pitch-
wise nonuniformity is determined by the downstream-running
characteristic.

The governing equations are discretized in space using the cell-
dentred finite volume scheme, together with the blended 2nd and
4th-order artificial dissipation to damp numerical oscillations. The
baseline time-marching method solves the discretized 3-D un-
steady Navier-Stokes equations in a multi-passage and multi-row
domain by using the four-stage Runge-Kutta scheme, accelerated
by a time-consistent multi-grid technique~He @14#!. For steady as
well as harmonic unsteady flow variables as introduced later, the
time term in Eq.~1! should be regarded as a pseudo one, and is
used purely for the sake of facilitating efficient steady flow time-
marching methods, such as the conventional local time-stepping
and multi-grid techniques.

In a multi-bladerow domain, computational meshes are fixed to
blades. Relatively moving rotor and stator meshes are patched
together at an interface. In the baseline steady solver for multi-
stage flows, we adopt the mixing-plane approach@3,15# to mix out
all circumferential nonuniformities. Hence, there are no sources of
deterministic unsteadiness, leading to a pure steady flow in each
bladerow. The present implementation of the mixing-plane treat-
ment follows a nonreflective procedure by Saxer and Giles@16#.
At each spanwise section, the ‘‘mixed-out’’ variables at both the
rotor and stator sides are flux-averaged. The difference in the
mixed-out variables across the interface represents a jump in char-
acteristics. The procedure is to drive characteristic jumps to zero
in a nonreflective manner, leading to conservation of total mass,
momentum and energy fluxes across the interface, when the
pseudo-time-marching solution is converged.

2.2 Nonlinear Harmonic Model. An unsteady flow vari-
able can be decomposed into a time-averaged part and an un-
steady perturbation, e.g.,

U5Ū1U8 (2)

Substituting the foregoing expression for the conservative vari-
ables into the integral form of the unsteady Navier-Stokes equa-
tions and time-averaging them, the resultant time-averaged equa-
tions are given as

R R
dA

@ F̄nx1~Ḡ2Ūvmg!nu1H̄nr #•dA5E E E
dV

S̄i•dV

1R R
dA

@V̄xnx1V̄unu1V̄rnr #•dA (3)

Note that the time-averaged equations include extra deterministic
stress terms@4,5# compared to the steady flow equations. These
deterministic stress terms depend on the solution to the unsteady
perturbations. Consider that an unsteady disturbance consisting of
NF harmonic components each of which has a frequencyvk

U8~x,u,r ,t !5(
k51

NF

~Ũke
ivkt1Ũ2ke

2 ivkt! (4)

whereŨk andŨ2k are a pair of complex conjugates. Then a set of
equations for each harmonic component can be obtained by col-
lecting all the terms at its frequency, noting that only those with
positive frequencies need to be solved. These together with their
conjugates will enable the reconstruction of the full unsteadiness
in a time domain as defined in Eqs.~4! and ~2!.

For any two unsteady velocity components defined in Eq.~4!,
the deterministic stress term is calculated by summing the prod-
ucts of the real parts and imaginary parts of the complex ampli-
tudes~e.g., foru andv)

u8v852(
k51

NF

@~ ũk!r~ ṽk!r1~ ũk! i~ ṽk! i # (5)

If only a single harmonic mode is included, the nonlinear har-
monic method is in fact the same as a harmonic balance approach.
When multiple frequencies~including higher harmonics of a fun-
damental! are considered, a full harmonic balance formulation
will include the 1st-order~quasi-linear! terms as well as the cross-
coupling terms as given by Hall et al.@17#. In the present work,
we assume that the unsteady effects are largely dominated by the
first order terms, and only include these quasi-linear terms in the
harmonic balancing. The treatment is the same as the previous
work for rotor-stator interaction@12#, which implies that unsteady
disturbances with different frequencies will only interact with the
time-averaged flow through the deterministic stress terms. The
equations for all harmonics are now effectively quasi-linear, i.e.
they are in a linear form based on thetime-averagedflow. The
resultant equations with respect to theNF harmonic components
are

E E E
dV

iv•Ũk•dV

1R R
dA

@ F̃knx1~G̃k2Ũkvmg!nu1H̃knr #•dA

5E E E
dV

~S̃i !k•dV1R R
dA

@Ṽxnx1Ṽunu1Ṽrnr #k•dA

~k51,2, . . . ,NF! (6)

Similar to the steady flow mixing-plane calculations, a nonlinear
harmonic calculation needs only a single blade-to-blade passage
domain for a multistage calculation. For the time-averaged equa-
tions, the same boundary conditions are specified as for a steady
flow. For the harmonic perturbation equations, the phase-shift pe-
riodic condition is implemented at the periodic boundaries of a
single-passage domain. 1-D nonreflecting boundary conditions are
adopted at both inlet and exit far-field boundaries for the harmonic
perturbations.

By introducing the pseudo time-dependence in Eq.~6!, the
whole system consisting of both the time-averaged and unsteady
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perturbation equations can be integrated in the pseudo time. This
simultaneous time-marching process mimics the physical interac-
tion and provides a strong coupling between the time-averaged
and the unsteady parts. Hence, the strong coupling approach
should be beneficial from a stability and convergence viewpoint.
Details of the formulations and the simultaneous coupling solution
between the time-averaged flow and the unsteady perturbations
can be found in the previous papers@10–12#.

2.3 Interface Treatment for Rotor-Stator Interaction. At
a rotor-stator mesh interface, the first point to note is that steady
circumferential spatial nonuniformity in one bladerow will be
sensed as an unsteady disturbance in the other. Based on this
consideration, the spatial Fourier transform is firstly carried out at
its upstream and downstream interface boundaries for each blad-
erow, and these spatial Fourier components are used to define the
unsteady harmonic disturbances in the boundary conditions of the
corresponding adjacent bladerows.

Take a bladerow domain embedded in a multi-stage compressor
for example. At its inlet, incoming wake~vorticity and entropy!
perturbations, in velocities~axial, tangential, and radial!, pressure
and density, are produced by a spatial Fourier transform of the
time-averaged pitchwise nonuniform field at the outlet of the up-
stream row. While at the outlet from this bladerow under consid-
eration, upstream running potential~pressure wave! disturbances
can be produced by a spatial Fourier transform of the time-
averaged nonuniform field at the inlet to the adjacent downstream
row. Each of the upstream and downstream unsteady harmonic
disturbances can then be specified in the nonreflective boundary
condition treatment.

As far as the time-averaged flow is concerned, the original
Saxer and Giles approach@11# has been modified to include the
deterministic stresses due to flow unsteadiness in the total fluxes.
The deterministic stress terms are conveniently updated using the
real and imaginary parts of harmonic amplitudes of unsteady dis-
turbances at both inlet and exit. The rest of the procedure will
follow exactly the same way as that in a mixing-plane steady flow
solution.

2.4 Rotor-Rotor „Stator-Stator… Interaction. Consider
only the situation with a rotor-rotor interaction. The procedure and
discussion presented here apply equally to stator-stator interac-
tions. It is noted firstly that the effects of rotor-rotor interactions
depend on the blade counts. This is highlighted in two extreme
cases:~a! both rotors have the same number of blades, and~b! two
rotors have such different blade counts that a relative circumfer-
ential position between two blades in the two rotors respectively
can only repeat after the whole annulus~e.g., 20 blades in rotor-1
and 21 in rotor-2!.

Let’s consider a two-stage compressor consisting of rotor-1,
stator-1, rotor-2 and stator-2.NR1 andNR2 are denoted to be the
numbers of blades for rotor-1 and rotor-2, respectively. If both
rotors have the same blade count, every blade passage in one rotor
row will see the same pattern of spatial disturbance from the other
rotor blade row. Hence, the rotor-rotor interaction pattern will be
periodic with the wavelength being one blade pitch. This is the
case in which we should have the maximum range of varying
relative circumferential positioning~clocking or indexing! of
blades in the two rotor rows, and expect to have the maximum
clocking effect.

The clocking effect can, however, be significantly reduced
when the two rotors have different blade counts. For example, if
NR1521 blades andNR2520, then adjacent passages in rotor-2
will have slightly different circumferential positions, relative to
the blades in rotor-1, and the maximum clocking range would
only be 1/20 blade pitch. In this case, although the clocking effect
is expected to be negligible, the passages in each rotor row will
not be spatially periodic in the circumferential direction. This ape-
riodic effect needs to be assessed if an average-passage approach
is adopted. The point to bear in mind is that as far as rotor-2 is

concerned, although the magnitude of velocity deficit of wakes
from rotor-1 might be smaller than those from the immediate up-
stream stator row, the wavelength of the aperiodic disturbance
could be much longer. Since the axial decay rate of a disturbance
is closely related to its circumferential length scale~rather than its
amplitude!, disturbances of long circumferential length scales
even with small amplitudes may have comparable, if not more,
effects on downstream stages than those with larger amplitudes
but shorter circumferential wave length.

In the framework of the present nonlinear harmonic approach, a
necessary issue to be addressed is how to specify the rotor-1 wake
disturbances at the inlet of rotor-2 domain. Note that in the
stator-1 frame, ‘‘steady’’~time-averaged! rotor-1 wakes are seen
as the unsteady disturbances in the form of a circumferential trav-
eling wave with a phase-shifted periodicity. Thus, in the stator
domain any unsteady disturbance in the same traveling wave form
with the phase-shift periodicity should be seen as ‘‘steady’’ in the
rotor frames. Hence, it follows that the unsteady disturbances at
stator-1 exit should correspond to the rotor-1 wake disturbances.
Currently, pitchwise phase-averaged amplitudes of unsteady dis-
turbances at the exit of stator-1 domain are adopted as the ampli-
tudes of the rotor-1 wake disturbances as seen at the inlet of the
rotor-2 domain.

Having identified at rotor-2 inlet the upstream disturbance from
rotor-1, we have to consider how to deal with the passage-average
effect, if each passage in rotor-2 will see a different rotor-1 wake
when both rotors have different blade counts. In this case, the flow
variables in the averaged-passage would be

Ūpa5
1

NR2
(
n51

NR2

Ūn (7)

Interestingly, this spatial-averaging of an aperiodic steady flow is
equivalent to a time-averaging ofNR2 snapshots in a single-
passage of rotor-2, if rotor-1 were made to rotate very slowly~in
a quasi-steady manner! relative to rotor-2. This consideration
leads to a very simple and efficient implementation to include the
rotor-rotor interaction in the nonlinear harmonic approach. In
practice, the calculations for this quasi-steady ‘‘rotating’’ distur-
banceŨpa are obtained in the same procedure as for other un-
steady disturbances except for setting a zero frequency.

Once having obtained the quasi-steady harmonic perturbation
field Ũpa in a single passage domain of the rotor-2 flow field due
to the ‘‘slowly rotating’’ disturbance at its inlet, we can recon-
struct the corresponding spatially aperiodic time-averaged flow
field in the whole annulus. The time-average flow variable in pas-
sagen is given by

Ūn5Ū1Ũpae
i ~n21!s1Ũ2pae

2 i ~n21!s (8)

where,s5(NR1 /NR2)•2p is the inter blade phase angle, i.e., the
spatial phase shift between adjacent blade passages. Then, the
passage-average flow for rotor-2 can be easily obtained from Eq.
~7!. The corresponding aperiodic perturbation for passagen is

Ûn5Ūn2Ūpa (9)

which can be used to work out the aperiodic deterministic stresses
due to the passage-averaging. Note that when both rotors have the
same blade count (NR15NR2), the foregoing aperiodic perturba-
tion will reduce to zero.

The procedure lends itself naturally and automatically to evalu-
ating the clocking effect. If the clocking effect is to be analyzed,
the results with different clocking positions can be easily recon-
structed based on the quasi-steady harmonic perturbation due to
the very slow rotation of rotor-1 relative to the rotor-2. For in-
stance, the flow field with the clocking positionZ is

Ūz5Ū1Ũpae
izs1Ũ2pae

2 izs (10)
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whereZ5Dy/pitch, andDy is measured from the reference point
corresponding to the quasi-steady field,Ū1Ũpa1Ũ2pa .

It is worthwhile noticing that the clocking effect in a full range
of relative circumferential positions between two rotors can now
be evaluated by post-processing the result from just one single
calculation. The procedure has no limitation on blade counts. The
gain in computational efficiency is substantial compared to a gen-
eral situation when a multi-passage time-domain calculation will
have to be executed for each clocking position of interest. Thus,
the approach is able to efficiently include the rotor-rotor~stator-
stator! interaction effects for practical blade configurations and
flow conditions relevant to designs of multi-stage turbomachines.
Although the computational examples presented here are for com-
pressor blading, this method is directly applicable to turbines.

3 Results and Discussions
The test case used in this study is a 2.5-stage transonic com-

pressor~IGV1stage 1 and 2!, as described previously by Wells
et al.@18#, Li and Wells@19#. It has blade counts, 26:17:30:21:30
for the five blade rows. A simple H-mesh is used with a patched
interface between adjacent bladerows. Its meridional mesh is
shown in Fig. 1. Local mesh refinements are made around the
leading edge, trailing edge, near blade surfaces and end walls for
each bladerow. Total mesh number is about 0.5 million, with
roughly 95, 33, 33 cells in the axial, circumferential and radial
directions for each blade row. The tip leakage over the rotors is
included with two radial mesh cells and the hub leakage under the
stators with one mesh cell.

3.1 Baseline Steady Flow Solution. The mixing-plane
steady solver has been applied to analyze the 2.5-stage transonic
compressor, and compared against the experimental data reported
by Wells et al.@18#. The overall performance characteristic lines
are shown in Fig. 2, where the mass flow is normalized by the
choke mass flow at design speed. The choke mass flow at design
speed has been predicted to be about 1.5% higher than the experi-
mental data, similar predictions by other codes were also reported
@19#. At 80, 90, and 100% design speeds, the calculations can be
pushed to near the experimental stall/surge conditions. Both total
pressure ratio and polytropic efficiency characteristic lines are rea-
sonably well predicted for the conditions from 80 to 100% of
design speed, with less than 1% efficiency difference compared to
the experimental data.

3.2 Unsteady Results of Overall Performance. The non-
linear harmonic approach has been adopted to simulate the 3-D
unsteady flow of the compressor with the original blade counts.
As discussed earlier, the task of unsteady analysis would be ex-
tremely time-consuming for conventional whole-annulus nonlin-
ear time-marching methods.

Previous investigations have shown that two–three harmonic
orders of unsteady perturbation are sufficient to represent the

wake disturbance generated from an upstream bladerow. In the
present work, we use two orders of the harmonic perturbations in
both rotor-1 and rotor-2 domains to simulate the downstream run-
ning stator wakes, and three orders in stator-1 and stator-2 do-
mains to simulate the downstream running rotor wakes given the
relatively higher steady loading on rotors. Also, three orders of
harmonics have been included in the rotor-2 domain for rotor-
rotor interaction and 2 orders in the stator-2 domain for stator-
stator interaction.

Including all these unsteady perturbations, a nonlinear har-
monic calculation consumes about eight times more CPU for each
pseudo-time step than that for the steady solution. Starting from a
converged steady solution, a converged unsteady solution requires
roughly half of the total time steps needed for a steady solution to
converge from scratch. So on average, an unsteady solution using
the nonlinear harmonic approach consumes four to five times

Fig. 1 Meridional mesh for ALSTOM 2.5-stage compressor

Fig. 2 Performance lines calculated by baseline steady solver
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more CPU compared to a steady solution. As a result, a compu-
tation of a 3-D unsteady flow in five blade rows~with a mesh
density of 100k per passage! can be obtained in a matter of five–
seven days using a single processor SGI Power Challenger work-
station. This is far more efficient than conventional multi-passage
time-domain calculations.

Figure 3 shows the instantaneous entropy contours at the mid-
span sections. The instantaneous snapshot on the multi-passage
domain is reconstructed from a single-passage solution, and illus-
trates all the downstream running disturbances associated with
wakes shed from both stators and rotors. The disturbances pass
through all the interfaces quite smoothly. The validity of the in-
terface treatment in the 3-D sense can also be demonstrated by the
instantaneous entropy contours on axial planes just before and
after the interface between stator-1 and rotor-2, as shown in Fig. 4.
Again, this aperiodic multi-passage snapshot is reconstructed from
the single-passage result according to the phase-shifted periodic-
ity. At this interface, two disturbances, wakes from stator-1 and
those from rotor-1 are included. Note that the blade wakes shed
from stator-1 are almost radially straight, as indicated by the cor-
responding dense radial entropy contours. On the other hand,
rotor-1 wakes are radially leaned~anticlockwise! toward the suc-
tion surface as a result of blade twist, which can be clearly iden-
tified by these more diffused entropy contours. In addition, we can

see that the rotor-1 wakes are clearly stretched by the suction/
pressure surface velocity difference of stator-1~as indicated in
Fig. 3!, which is consistent with the distorted rotor-1 wakes seen
at the stator-1 exit~Fig. 4~a!!. The small wiggles of the rotor-1
wakes after the interface~Fig. 4~b!! are due to the truncated har-
monic approximation.

The 3-D unsteady viscous results for the compressor have been
obtained at the design condition for 100% speed with the flow
through both rotors being transonic, and the peak efficiency con-
dition for 80% speed~subsonic flow for all rows!. The overall
time-averaged performances at the two conditions show very
small differences in comparison with the steady results, as shown
in Table 1. We can see that the time-averaged efficiency predicted
by the nonlinear harmonic approach is only 0.07% higher than
that predicted by the steady method at the design condition, and it
is 0.06% at the peak efficiency condition for 80% speed. The
differences in other overall performance parameters~pressure ra-
tios and mass flow rates! between the steady and unsteady solu-
tions are also very small. Given the present unsteady calculation
includes several bladerow interaction mechanisms, one does won-
der whether this indifference is because all mechanism are of
negligibly small amplitudes or something else. Some further
analysis and discussions presented as follows are helpful in ad-
dressing this issue.

3.3 Stator-Stator Clocking. The original blade counts of
the stator rows of the two stages~30:30! would lead to periodic
time-averaged flow patterns in both rows and we should have the
maximum~one blade pitch! clocking range. This effect of clock-
ing the two stator rows is examined by post-processing the time-
averaged result from the nonlinear harmonic computation pre-
sented earlier. The polytropic efficiency~at stator-2 exit!
dependence on the clocking position is shown in Fig. 5~a! at a
80% rotation speed condition, and in Fig. 5~b! for the design
speed. Note that for both conditions, the flows around the stators
are always subsonic though those around rotors are transonic at
the design speed and purely subsonic at 80% speed. As we can
see, the stator clocking shows very little effect on the perfor-

Fig. 3 Entropy contours on midspan section „left: whole do-
main, right: close-up …

Fig. 4 Entropy contours on stator-1 Õrotor-2 interface „viewed from upstream, superimposed wakes shed from radial
stator-1 and anticlockwise leaned rotor-1 blades … „a… stator-1 exit plane; „b… rotor-2 inlet plane

Table 1 Calculated compressor efficiencies

Steady Unsteady

80% Speed 89.66% 89.73%
Design Speed 88.23% 88.30%
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mance. In both cases, the maximum efficiency variation is well
below 0.1. In addition, the shapes and the peak positions of the
efficiency variations at the two conditions look almost the same,
indicating the similarity of behaviors at high and low speed con-
ditions. This suggests that the behavior of stator-stator clocking
based on the results obtained at low speeds, e.g., the experimental
data by Barankiewicz and Hathaway@20# should be expected to
be qualitatively valid at high speeds.

3.4 Rotor-Rotor Interaction „Aperiodic Flow…. It can be
seen that the rotor wakes are stronger and more persistent than
those shed by the stators~Fig. 4!. The rotor blade counts for
the two stages are 17:21, so the time-averaged flow field in
rotor-2 should be aperiodic. Figure 6 shows the time-averaged
efficiencies in the 21 blades passages of rotor-2 at the two speed
conditions, clearly showing the aperiodic pattern with four lobes
resulting from the difference of the rotor blade numbers. The ef-
ficiency is calculated based on the time-averaged stagnation pres-
sure and stagnation temperature, which is shown to be consistent
with the time-averaged values of unsteady entropy in terms of
Exp(2S/R).

It is noted that the aperiodic circumferential efficiency variation
due to rotor-rotor interaction~Fig. 6! is much larger than that due
to stator-stator clocking~Fig. 5!. In the subsonic case, the peak-
peak efficiency difference is 0.65% and that in the transonic case
is 0.55%. This aperiodic passage-passage variation in time-
averaged flow field will need to be taken into account when one is
to calculate~or measure! time-averaged performance of a rotor

row, which means that time-resolved data in only one blade pas-
sage would not be sufficient to produce the averaged performance
results for the bladerow involved.

3.5 Rotor-Rotor Clocking. All the computational results
we have so far obtained illustrate that the rotor-rotor interaction
effects are much stronger than stator-stator interaction. The ques-
tion is if there might be any underlining mechanism for this.

Some further calculations were carried out to specially examine
the effect as well as the mechanisms of rotor-rotor clocking. As
we discussed earlier, the maximum clocking range~one blade
pitch! can be achieved if both bladerows have the same blade
count. Based on this consideration, the blade number of rotor-1
has been increased from 17 to 21~i.e., equal to that of rotor-2!. It
should be pointed out that no attempt was made to rescale the
rotor blades to achieve the original solidity, and only 2-D calcu-
lations on the mid-span section were performed with this modified
blade count. Again, the two distinctive conditions~80 and 100%
speed!, corresponding to subsonic or transonic flows in both ro-
tors, were considered.

The efficiency variations due to the full range of rotor-rotor
clocking are shown in Fig. 7. At the subsonic condition, the peak-
peak difference in the efficiency measured at rotor-2 exit is 0.16%
~Fig. 7~a!!. However, the maximum variation at the transonic
condition is 0.46%~Fig. 7~b!!. It is also noticed that, unlike
the results of stator-stator clocking~Fig. 5! the shapes of the effi-
ciency curves with respect to the clocking positions are very dif-
ferent at the two flow conditions. In fact, they are almost

Fig. 5 Time-averaged efficiency variation due to stator-stator clocking— „a… 80% rotor speed; „b… 100% rotor speed

Fig. 6 Time-averaged efficiency Õloss in 21 passages of rotor-2 „original rotor-rotor blade counts, 17:21 …—„a… sub-
sonic flow „80% speed …; „b… transonic flow „100% speed …
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anti-phase, with the minimum efficiency clocking position in the
subsonic flow~Fig. 7~a!! closely corresponding to that of the
maximum efficiency in the transonic one~Fig. 7~b!!.

The entropy contours at these peak clocking positions can be
used to throw some lights on the corresponding mechanisms of
the rotor-rotor clocking effects, as shown Figs. 8 and 9. In these

figures, the entropy contours in rotors-1 and rotor-2 are based on
time-averaged values. There are several points we should note
from these entropy contours. At the subsonic flow conditions, the
minimum loss clocking position corresponds to that when the up-
stream rotor wake hits the downstream rotor blade and mixes with
its boundary layer~Fig. 8~a!!, and the maximum loss corresponds

Fig. 7 Efficiency variation due to rotor-rotor clocking „2-D mid-span section, rotor-rotor blade counts 21:21 …—„a…
subsonic flow; „b… transonic flow

Fig. 8 Entropy contours at rotor-rotor clocking positions with maximum and minimum losses in subsonic flow
„rotor1-stator1-rotor2 configuration— „a… minimum loss; „b… maximum loss

Fig. 9 Entropy contours at rotor-rotor clocking positions with maximum and minimum losses in transonic flow
„rotor1-stator1-rotor2 configuration …—„a… minimum loss; „b… maximum loss
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to that when an upstream wake passes through the middle passage
~Fig. 8~b!!. The present rotor-clocking results at the subsonic con-
dition are similar to typical previous computational results of
compressor stator-clocking~e.g.,@21#!. This behavior might sim-
ply be attributed to that the largest velocity difference between a
wake and its surrounding~hence the highest mixing loss! would
result from the wake passing through mid-passage.

We have a completely different picture for the transonic flow
~Fig. 9!. The overriding factor seems to be the existence of the
passage shock in rotor-2. Note that now the most lossy clocking
position is when the upstream wake passes through the rotor-2
passage just over the suction surface, where the shock strength is
at its highest~Fig. 9~b!!. In keeping with the argument of Denton
@22#, the mixing loss will be increased when a wake is subject to
an adverse pressure gradient since the low momentum fluid inside
the wake will be slowed down further leading to a larger velocity
deficit. It then follows that a wake passing across a stronger shock
wave would produce higher mixing loss. In the present case, the
rotor passage shock wave is at its highest strength in the region
outside the suction surface boundary layer. The signature of the
wake-shock interaction is clearly identifiable in the entropy con-
tours ~Fig. 9~b!!. We also note that the rotor-2 shock is quickly
weakened off as it extends from the suction surface toward the
mid-passage. Interestingly, the minimum loss now corresponds to
the clocking position when the wake passes through the mid-
passage~Fig. 9~a!!, which is the most lossy position in the sub-
sonic case. There does not seem to be a simple explanation why
this should be the case, since based on the discussion on the
subsonic case, we would expect that at the minimum loss, rotor-1
wakes should be closer to the pressure surface of the rotor-2
blade.

Concluding Remarks
A method for including rotor-rotor~stator-stator! interactions of

multi-stage compressors has been presented, based on the nonlin-
ear harmonic method of solving the 3-D unsteady Navier-Stokes
equations in the frequency domain. The method calculates effi-
ciently unsteady and time-averaged flows in a multi-stage turbo-
machinery environment with arbitrary blade-counts. With a
single-run of the present multi-stage unsteady solver in a single-
passage for each bladerow, we can obtain the circumferentially
aperiodic unsteady flow field for the whole annulus. In addition,
time-averaged performance variation at any clocking position can
be evaluated by simply post-processing the single-run result.

A case study has been carried out for a 2.5-stage transonic
compressor. The computational results illustrate that rotor-rotor
interaction effects are considerably stronger than those due to
stator-stator interactions. The maximum efficiency variation due
to stator-stator clocking is found to be less than 0.1%, while the
passage-to-passage aperiodic efficiency variation due to rotor-
rotor interaction can be as high as 0.7%. A further computational
study on rotor-rotor clocking indicates a qualitatively different
rotor-rotor interaction mechanism in a transonic flow compared to
that in a subsonic flow.

Acknowledgments
The authors would like to acknowledge ALSTOM Power for

the continuous financial and technical support to the project and
for the permission to publish this work. Useful discussions with
John Adamczyk during Li He’s recent visit to NASA Glenn Re-
search Center are much appreciated.

Nomenclature

P 5 static pressure
u,v,w 5 axial, tangential and radial flow velocities
F,G,H 5 axial, tangential and radial flux vector

U 5 conservative variable vector
Yp 5 blade-to-blade pitch

r 5 fluid density
t 5 viscous stress components

V 5 rotating speed
v 5 angular frequency
s 5 inter-blade phase angle

Subscripts

i 5 imaginary part
k 5 unsteady disturbance index
n 5 blade index
r 5 real part

x, u, r 5 cylindrical polar co-ordinates
pa 5 passage-averaged

Superscripts

2 5 time-averaged
8 5 unsteady perturbation

; 5 complex harmonic amplitude
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Micro Air Injection and Its
Unsteady Response in a
Low-Speed Axial Compressor
A new approach, steady micro air injection from the casing, is proposed to improve the
stability of a three-stage low-speed axial compression system. Although the injection rate
is designated to be only a few ten thousandth of the compressor flow rate, such an
injection is able to trigger the unsteady response and thus lower the mass flow rate at stall
for up to 5.83%. At the same time, it keeps the steady compressor characteristic with no
injection unchanged. In order to verify that the compressor response is indeed unsteady,
experiments at various injection configurations are performed, which include different
injection angles, axial gaps between injector and blade leading edge, radial penetration
of injector and the amount of injected air. Evidences of the unsteady response are further
demonstrated through dynamic signal analysis using a wavelet-based method to show the
behavior of early flow disturbances under the influence of injection. Numerical analyses
performed at near stall condition show that the tip clearance vortices do response to the
micro-injection, and thus delay the inception of stall.@DOI: 10.1115/1.1508383#

1 Introduction
The phenomenon of flow instability in the compression system,

typically rotating stall and surge, has been a long-standing prob-
lem of concern for the turbomachinery industry for years. The
traditional measure to alleviate the danger this phenomenon brings
about to the compressor operation is to set the compressor design
point with a margin away from the estimated stability boundary.
Another well developed and still developing measure is the dif-
ferent configuration of casing treatment, which would shift the
stability boundary to the lower flow rate range though the penalty
in efficiency is often accompanied. The third measure, which is an
emerging technology since more than ten years ago, is based on
the ‘‘smart engine’’ concept and typified by the active control
technique to suppress the compressor flow instability in its early
inception ~Epstein et al.@1#!. In the course of developing this
technique, a number of innovative ideas have been continuously
updated, in particular in the research of stall inception, system
modeling, numerical flow computation and the data processing
methods. This technique can now be implemented through
schemes of active cancellation, shifting compressor characteristic
and/or the operability enhancement. The authors believe that
many of these developments are important background informa-
tion for further tackling the problem, in spite that the original goal
of active control has not yet been fully realized due to the com-
plexity of the flow physics and the control technique itself. One of
the recent highlights on the successes and lessons of this multi-
disciplinary research was given by Greitzer@2#.

Among these developments, the air injection in the tip region of
compressor annulus, as a variation of casing treatment, has re-
cently received greater attention to control the compressor insta-
bility and improve the performance as a whole. The design prin-
ciple of the injection could be either active or passive~Day @3#,
Goto@4#, Behnken et al.@5#, Weigl et al.@6#, Suder et al.@7#!, and
to the authors’ interest, all of them have been successful to certain
extent. This should imply that the unsteady characteristics of the
compression system have undergone some favorable change even
though the control measure is a steady one. In other words, a

mechanism of unsteady response would exist in the compressor
when the steady injection acts on the unsteady phenomenon of
flow instability, the rotating stall. It is also interesting to note that
for many years the passive control has been designed by the em-
pirical approach through a trade-off for the improvement of com-
pressor performance. But it is now being developed to the more
rational approach by judging the blade passage flow parameters,
e.g., the redistribution of the incidence and blade loading@7#.
However, the approach of flow analyses up to now, either experi-
mental or numerical, remains a steady one. On the other hand, for
the case of active control, the design approach is inherently un-
steady, but mostly based on the linear development of stall waves
rather than the unsteady flow parameters on the scale of blade
passages.

Two consequences could be drawn from the above argument on
the unsteady response. Since the action really needed for control
of the flow instability is only on the unsteady part of the flow, the
amount of the injected air for the steady injection can be dramati-
cally reduced. This is perceptible because the behavior of a highly
nonlinear system may be influenced even by a slight variation of
boundary condition and this is the case for compression systems
operating at near stall conditions. Another consequence is that the
steady compressor characteristic with no injection should not be
influenced by such tiny injected air and thus could keep its shape
unchanged. It is obvious that both of these propositions, if they
work well, would make this micro injection approach very attrac-
tive for its use in the practical application.

When this idea was initiated, some experimental work was tried
on a two-stage low-speed axial compressor rig. Three tubes with
2-mm inner diameter were bent to form simple injectors which
were inserted into the near region of compressor casing via the
existing holes originally used for pressure probes. The radial pen-
etration of the injector is about 2 mm from the outer casing. The
preliminary result was very encouraging~Xu et al.@8#!. Therefore,
a new casing was designed to better accommodate the injectors
and the measurement and a new program for the more complete
study of this approach was restarted. The main goals of the pro-
gram are twofold. One is to further confirm and demonstrate the
beneficial effect of micro air injection to the compressor stability
enhancement. The other is to illustrate and clarify the compressor
unsteady response perceived as the underlying mechanism of such
enhancement. The results of this study will be reported in the
present paper.

1Institute of Acoustics.
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national Gas Turbine and Aeroengine Congress and Exhibition, Amsterdam, The
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In Section 2, the experimental axial compressor facility now
extended to three stages, the measurement scheme and the injector
geometry are first described. The improvement of compressor per-
formance in terms of its stability enhancement is demonstrated in
Section 3 for different amounts of injected air and at different
operating speeds. In Section 4, the unsteady response underlying
this improvement is verified by varying the injection configuration
against the base one. The dynamic behavior of this unsteady re-
sponse is further clarified in Section 5 through analyzing the stall
and its precursory signals using a two-dimensional wavelet
method developed by the authors. To complement the experimen-
tal results, numerical study at the near stall condition has been
performed for the effect of micro-injection on the flow structure in
the tip region and outlined in Section 6. Finally, the paper is
concluded following suggestions for the future work.

2 Description of Experiment Program

2.1 Low-Speed Axial Compressor Test Rig. The experi-
ment was conducted in a three-stage version of the test rig driven
by a 18.5KW AC motor with its speed controlled by a frequency
converter. The blading identical for three stages is of practical
high-pressure compressor design. Its design specifications are
given in Table 1 and its side view and schematic layout can be
seen in Figs. 1 and 2.

2.2 Injector Design and Injection System. Tubes with 2
mm inner diameter were adapted as the injectors and machined to
the shape as shown in Fig. 3. The machined tubes made each
injector having the same dimension and easier for its correct po-
sitioning. The injectors were deployed in front of the first rotor

and their position can be varied in relation to the rotor blade
leading edge~axial gap! and to the outer wall of the casing~radial
penetration!. The angular position can also be varied as axially
aligned or rotated around the axial direction. Four injectors
equally spaced circumferentially were used at a time throughout
the experiment~Fig. 4!. The injection system shown in Fig. 2
includes air compressor, air tank, manometer, control valve, flow

Fig. 1 Side view of compressor test rig

Fig. 2 Schematic of compressor rig, measurement and injec-
tion system

Fig. 3 Injector design „dimensions in mm …

Fig. 4 Position of injectors and pressure transducers

Table 1 Specifications of the three-stage low-speed axial
compressor
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meter and the injectors. The flow meter specially chosen for the
micro flow rate is of thin-plate orifice type with its measurement
range up to 20 cu. L/m.

2.3 Measurement. To evaluate the stability improvement,
the overall compressor performance in terms of total-to-static
pressure rise coefficient (Dp/0.5rU2) and flow coefficient
(Vx /U) is measured through eight on casing static pressure taps
around the annulus both at inlet and outlet of the compressor,

whereU refers to the blade speed at mean radius. To study the
unsteady response of the compressor, eight pressure transducers
~Kulite XCS-190! are equally spaced around the casing wall in
front of the first rotor. In addition, a 3-hole traverse probe is in-
serted 3 mm in front of the first rotor to measure the inlet velocity
distribution with and without injection. Figure 4 shows the posi-
tion of injectors and transducers and the schematic of data acqui-
sition system is shown in Fig. 2.

2.4 Test Procedure. The compressor throttling was made
through the exit rotary cone valve mounted on the shaft and regu-
lated manually when the stall is approached. When the compres-
sor was running with injection, the desired amount of injection is
obtained by matching the pressure in the air tank and the opening
of control valve, so that the pressure in the air tank could be kept
constant in the whole throttling process. For a given geometry of

injector, the maximum amount of air injection is limited by the
size and safety of the tank, and is about 15 cu. L/min in the
present experiment which is 0.056% of the design mass flow of
the compressor.

3 Improvement of Compressor Performance

3.1 Compressor Performance at Different Amounts of In-
jected Flow. We first compare the compressor performance with
and without injection at the design operating speed of 2400 rpm.
The injected flow varies from 5-15 cu. L/m which is only 0.019–
0.056% of the compressor design flow rate. The injectors were
aligned along axial direction. The axial gap and radial penetration
of the injectors were set at 7 and 2 mm, respectively. As shown in
Fig. 5, the compressor with no injection was running into stall at
flow coefficient of 0.4138 and the pressure coefficient of 2.323.
With injection ~the injected flow added to the measured compres-
sor inlet flow!, while being able to keep the shape of compressor
characteristic unchanged, the stability boundary of the compressor
was much improved. For the case of 0.045% injection, the com-
pressor entered into stall at flow coefficient of 0.4008 and the
pressure coefficient of 2.341. The stable working mass flow was
decreased by 3.14% and the pressure coefficient increased by
0.78%. These results as well as results shown in following parts of
the paper are all summarized in Table 2. As can be expected and

Fig. 5 Compressor performance with and without injection
„including various amounts of injection …Õ0 deg injection, 2 mm
radial penetration, 7 mm axial gap

Fig. 6 Compressor performance at different operating speed Õ0
deg injection, 2 mm radial penetration, 7 mm axial gap

Table 2 Summary of experimental results at various injection configurations
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shown in Fig. 5, this beneficial effect keeps increasing with the
increased amount of injected flow. When the injected flow in-
creased to 0.056% of the main flow, 5.83% decrease of mass flow
at stall was obtained with 1.51% increase of the pressure coeffi-
cient at stall. Experiment with further higher amount of injected
flow was not performed because of the aforementioned limitation
of the injection system. It can be expected that this trend would go
on in some extent when the injected flow is dramatically increased
from micro amount of some ten thousandth of the compressor
main flow to the amount of some hundredth as shown by the
classic injection scheme cited in the introduction. But then the
cost of injected air and the possible efficiency penalty, plus the
complexity of the control scheme if it is active, have to be con-
sidered and compromised with the obtainable margin of stability
improvement.

3.2 Compressor Performance at Different Operating
Speed. In another comparison, Fig. 6 shows that the compressor
stability could be further improved when the micro injection ex-
ecuted at lower operating speed. This is encouraging yet it dictates
the need for testing the effectiveness of micro injection on the
high-speed machine. While such test will be included in the future
work, the worry for the effectiveness may not be that much be-
cause the unsteady control mechanism for the micro injection as
will be outlined in the following sections is different from that for
the classic steady injection.

4 Verification of Unsteady Response

4.1 Micro Injection at Various Injection Angles. As
shown in Fig. 7, the injector could rotate to either side from the
axial direction. The positive and negative injection angles corre-
spond to with and against the direction of rotor revolution. From
the result in Fig. 8 and summarized in Table 2, in comparison with
the axial zero degree injection, the stability could be further en-
hanced with215 deg injection and no effective with115 deg
injection. A simple steady flow explanation that the negative in-
jection angle corresponds to the increase of the flow incidence
cannot be the case, because it would increase the flow separation
and thus the stability goes to deteriorate. Further attempt of ex-
planation along the same line, but considering that the flow inci-
dence is actually decreasing under the negative injection angle
because of the higher velocity of injected flow~e.g., Vjet
564 m/s for 0.045% injected flow compared toVx522 m/s of the
compressor inlet velocity!, is not supportive either. Since if this
were the case, the flow incidence will be decreasing for all tested
injection angles at all injection flow rates covering the negative
incidence range so wide that will contradict results for the trend
and the effect of stability improvement. In fact, the tiny amount of
injection would not be sufficient enough to influence the inlet
velocity pattern. Moreover, the injector was positioned so close to
the blade leading edge that the measurement of the inlet velocity

Fig. 7 Various injection angles

Fig. 8 Compressor performance at various injection angles Õ2
mm radial penetration, 2 mm axial gap

Fig. 9 Compressor performance with different axial location
of injectors Õ0 deg injection, 2 mm radial penetration

Fig. 10 Compressor performance with different radial penetra-
tion of injectors Õ0 deg injection, 2 mm axial gap
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could not detect any change when micro injection occurs and
under whatever the injection angles. Therefore the steady flow
explanation was finally discarded. One explanation we then pos-
tulate is that the injector may act as a pilot high momentum ex-
ternal flow source (Vjet /Ut51.02 for 0.045% injection and
Vjet /Ut51.27 for 0.056% injection, whereUt is the blade speed
at tip!, being able to suppress the possible early disturbances in
the tip region of the compressor, which would otherwise grow up
to the stall cells. The small size covered by the injected flow
would be just enough to influence the early flow disturbances,
which are thought to initiate the evolution process of stall and
currently described in detail in the paper of Lin et al.@9#. As four
injectors were deployed in the experiment, any initial disturbance
will meet the injected flow four times in one rotor revolution, the
time which should be sufficient to not let the disturbance to grow.
In the following sections, further evidences will be provided to
support this postulation.

4.2 Micro Injection With Different Axial Gap Between In-
jector and Blade Leading Edge. Based on the foregoing pos-
tulation, one could expect that locating the injector closer to the
blade leading edge would increase the effect of injected flow to
the flow disturbances in the blade passage. This was indeed the
case as shown in Fig. 9 where evident gain of stability for 2 mm
axial gap ~4.89% decrease of mass flow at stall! was obtained
compared with 7 mm gap~3.14% decrease of mass flow at stall!.
This was the reason in Fig. 8 of previous Section 4.1, that for the
sake of more clarity, the comparison was made at 2 mm gap
instead of 7 mm. It is also worthy to note that further reducing the
gap will lead to the over rotor tip injection scheme which is per-
haps another possibility to enhance the effect of micro injection.

4.3 Micro Injection With Different Radial Penetration of
Injectors. As indicated by some of the previous research and
will be also discussed in the CFD analysis in this paper, the tip
clearance vortex plays an important role for the stall inception
~Hoying et al.@10#!. Therefore, if the injector goes further inside
from the tip region, the effect of compressor unsteady response to
the micro injection would be reduced. Figure 10 shows such com-
parison that 7 mm radial penetration of the injector indeed dimin-
ishes the improving effect of injection~numbers are summarized
in Table 2!. The result as such could also imply that the compres-
sor is tip critical in relation to the stall inception.

4.4 Micro Injection With Circumferentially Agglomerated
Injectors. Instead of discrete arrangement, the four injectors
were closely spaced circumferentially within 30 deg. As shown in
Fig. 11, this agglomerated arrangement reduced the effect of mi-
cro injection. A possible explanation is that it reduces the chance
any disturbance can face the action of the injector in one revolu-
tion time, the point already mentioned in Section 4.1.

5 Dynamic Behavior of Unsteady Response

5.1 Stall Inception Behavior With and Without Injection.
So far the verification of unsteady response outlined in Section 4
was of intuitive character, by proof and disproof approach. How-
ever, the result in the next section will provide a direct verification
by showing the picture of flow disturbances in the stalling process
under various injection configurations. We start from demonstrat-
ing the basic behavior of the rotating stall and its inception for the
tested compressor. Figure 12 compares the time-domain pressure
signals recorded from eight on-shroud pressure transducers~one
transducer was in defect and its signal was missing! in front of the
first rotor for the cases with and without injection. In both cases,
the flow disturbances in a form of short-scale pips in the pressure
signals appeared spontaneously, preceded the establishment of
stall cells. After the pips became more organized and propagated
circumferentially at 0.63 of rotor speed, in less than four rotor
revolution times, the stall cells could finally evolved and rotated at
0.4 of rotor speed. Such behavior as can be seen from Fig. 12 is

the same with and without injection. Corresponding frequency
characteristics as shown in Fig. 13 should be also the same for
both cases. The dominant frequency component is 40 Hz for rotor
speed before stall and 16 Hz for stall cells. This indicates that the
micro-injection is able to postpone the stall inception as shown in
previous sections but not alter the basic behavior of stall once it
appears.

5.2 Two-Dimensional Wavelet Analysis for Various Injec-
tion Configurations. The objective of this analysis is to un-
cover the behavior of flow disturbances in the stalling process and
find out their link with the effect of micro injection on delaying
the stall inception. A two-dimensional wavelet-based method de-

Fig. 11 Compressor performance with circumferentially ag-
glomerated injectors Õ0 deg injection, 2 mm radial penetration, 2
mm axial gap

Fig. 12 Pressure signals in the time domain at various circum-
ferential locations with and without injection Õ2400 rpm
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veloped by Cheng et al.@11# was chosen as the suitable tool for
this purpose. This method was aimed to reveal the changing pat-
tern of flow disturbances expressed through different scale of sin-
gularities in the signals analyzed. Pressure signals recorded by a
single dynamic transducer were first reconstructed to form a time-
space~circumferential direction! intensity image interpreted to
represent the character of flow changing with time and space. The
two-dimensional wavelet transform was then applied for the im-
age processing at different scales so that any weak change of the
image can be recognized. In previous research, the method has
been successfully tested for capturing early flow disturbances in
the stalling process long before the appearance of pips and stall
cells. Using this method, Fig. 14 shows the result analyzed for the
case without injection. Figure 14~a! is the reconstructed image
from pressure signals measured in front of the rotor where the
density in the plot represents the value of the pressure with
brighter color for higher pressure. The horizontal time scale is in
rotor revolution and vertical space scale in a range of one circum-
ference around the compressor. An apparent vertical boundary be-
tween the pre-stall and developed stall regions is visible at the
time of 1200 rotor revolutions. The black-white strips shown in
the magnified portion of pre-stall region are formed by the pres-
sure changes across each blade passage. This image is then pro-
cessed at different scales using wavelet transform and the spots of
singularities can be plotted as seen in Fig. 14~b!, which is the
result for small scale~about half of the blade pitch! being chosen
to represent the behavior of flow disturbances. In order to give a
quantitative measure for the numbers of image singularities, the
spots are summed up and shown in Fig. 14~c! as a curve of spot
quantities over time. The increasing trend of this curve indicates
the increase in the number of small-scale disturbances long before

the final inception of few pips and stall cells as seen from Fig. 12.
Once the full stall takes place, the small-scale disturbances evolve
abruptly into large-scale stall cells, and therefore the curve in Fig.
14~c! falls down. ~A rising curve, not shown here, was obtained
when the image processed at large-scale of several blade pitches
which represent the scale of stall cells.! In the following analysis,
we will focus on the small-scale singularity plots and compare
their behavior under different injection configurations. From Fig.
15 for a comparison at different injection angles, judging by the
number of bright spots in the plots and by the level on vertical
coordinate of the curve, it is evident that the spot quantities are
significantly reduced from the cases of115, 0, to215 deg. This
is a clear indication that the corresponding small-scale distur-
bances are decreasing with the injection angles that have the in-
creasing gain of the compressor stability. Similar results were also
obtained when comparing the singularity plots for the injection
under different axial gaps and radial penetrations but omitted here
for brevity.

6 Numerical Study of Unsteady Response

6.1 Computation Scheme. Having shown the effect of mi-
cro injection on the compressor performance and on the early flow

Fig. 13 Pressure spectra in the frequency domain before and
after stall Õ2400 rpm, without injection

Fig. 14 Time-space image of pressure signals and image pro-
cessing via 2-D wavelet transform Õ2400 rpm, without injection

Fig. 15 Image processing of pressure signals via 2-D wavelet
transform Õ2400 rpm, different injection angles, 2 mm radial pen-
etration, 2 mm axial gap— „a… À15 deg injection, „b… 0 deg injec-
tion, „c… ¿15 deg injection
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disturbances in the stalling process, a question still remains of
how the micro injection interacts with the flow in blade passages.
Therefore the blade passage flow in the compressor tip region
with and without injection was studied by numerical simulation. A
three-dimensional unsteady viscous scheme was then applied for
one stage of the tested compressor. FLUENT UNS with the stan-
dard SIMPLE core method was used. Since the objective of this
simulation was simply to reveal the variation of the flow struc-
tures under the influence of micro injection, a near stall condition
was chosen. This significantly simplified the computation, yet it
was still able to capture the key features of the blade passage flow
fields with and without micro injection and uncover the influence
of such injection on tip clearance vortices, which were considered
as the mechanism that triggered the instability. The pressure coef-
ficient of 0.67 was chosen, which was quite close to the stall point
in the first stage performance curve of the tested compressor~not
shown here for brevity!. Based on the actual numbers of four
injectors and 60 rotor and stator blades, the computation for the
numbers of 1:15:15 can be accepted to simulate the unsteady
injector-rotor-stator flow. The speed of injected flow was also
given the same as in the test case which is of 3 cu. L/m flow rate
per injector. For the unsteady computation, a second-order time
accuracy scheme is used and the time resolution in each blade
passage is 20 steps. RNG-k-« turbulence model and a non-
equilibrium wall function were applied to simulate the complex
tip flow. The computation domain was divided into three subdo-
mains: injector, rotor and stator, with two slipping planes one
in-between injector-rotor and the other rotor-stator, and with the
rotor sub-domain rotated at 2400 rpm. The grids contain a total of

1490 thousands nodes, with unstructured grids for the rotor blade
passage~densified in the vicinity of rotor inlet! and five layers
structured grids in the tip clearance region. Figure 16 shows the
computation geometry and the grid points on the slipping plan
between the injector and rotor.

Fig. 16 Computation geometry and grid points on the slipping
plan between injector and rotor

Fig. 17 Three-dimensional view of traces of tip clearance vor-
tex without injection

Fig. 18 Three-dimensional view of traces of tip clearance vor-
tex with injection

Fig. 19 Instantaneous relative velocity contours

Fig. 20 Localized injected flow scrubbing velocity field near
suction surface of blade
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6.2 Computation Results. We first compare the structure of
tip clearance vortex computed for the cases with and without in-
jection. In a three-dimensional view of Figs. 17 and 18, in front of
the blade tip region, particle traces are released from a 5 deg
sector~the angle of blade-to-blade is 6 degrees! with its relative
position fixed to the rotor blade. For the case of no injection as
shown in Fig. 17, the tip clearance vortices can be seen near the
front part of suction surface of the blade, with their traces further
extended downstream and bend at the stator inlet. Other traces
also seen in Fig. 17 are tip leakage traces towards the neighboring
blade tip and the traces cross blade leading edge towards down-
stream. Figure 18 is the case with injection chosen for the moment
of the apparent effect of injected flow. The picture of the traces in
Fig. 18 is generally the same as in Fig. 17, only it is viewed from
different angle following the relocation of the tip clearance vorti-
ces. However, the location of the vortices with injection is now
shifted further downstream obviously pushed by the injected flow.
Therefore, as the stall inception is usually accompanied with the
tip clearance vortex moving forward, the effect of micro injection
in delaying this process could be anticipated. The next question is
to what extent the micro injection effects the blade passage flow
as a whole. This question could be qualitatively answered from
the instantaneous picture of relative velocity contours on the outer
blade-to-blade surface of revolution and shown in Fig. 19. De-
pending on the relative position of injector to the blade passage,
the effect of injector is different, but all rather localized~see the
magnified picture of velocity contour in Fig. 20!, and thus the
overall blade passage flow pattern is not influenced.

7 Future Work
The authors believe that further clarification of the unsteady

flow mechanism under micro injection lies in understanding the
blade passage flow details in the tip region of the compressor. One
specific question is how the shift of the leakage vortex down-
stream may lead to the weakening of early flow disturbances. This
is also the key issue nowadays in order to elucidate the flow
mechanism of rotating stall inception. In this context, as the effect
of micro injection was found in relation to the flow disturbances
appeared much earlier than any type of stall inception, we believe
the outcome of micro injection would be still favorable even if the
compressor was modal; but the case was not tested because the
compressor did not depict modal type stall inception in present
test conditions. On the other hand, in complement to the flow
mechanism study, parameter optimization can play the role not
only to verify the effect of injection, but also to better locate the
injectors and to help designing the practically usable injection
scheme. The micro injection scheme also poses a new challenge
for the system modeling taken consideration of the interaction
between large scale~compression system! and small scale~micro
injection! into account. As a result, the role of minor change of
boundary condition~micro injection! in changing the behavior of
nonlinear compression system would be resolved.

8 Conclusions
A new approach, steady micro air injection, is proposed and

experimentally verified for its effect on improving the compressor
stability. The injection flow rate is only 0.045–0.056% of the
compressor main flow and 3.14–5.83% benefit in extending the
stability boundary can be attained. In the meantime, the steady
compressor characteristic with no injection remains unchanged.
This result shows a mechanism of unsteady response of the com-
pressor to the micro injection, which is different from the steady
flow understanding so far adopted for the steady flow injection
scheme. This unsteady response was proved and interpreted
through three different ways: experiment under various injection
configurations, wavelet analysis for unsteady flow disturbances
and numerical computation at the near stall condition. The main
results can be summarized as following:

• Varying the injection configuration, such as injection angles,
axial gaps and radial penetration of injector, etc., was imple-
mented as a proof and disproof means for the unsteady re-
sponse. The experimental result not only verifies the effect of
injection and furnishes a way for its further improvement, but
also supports a postulation that the compressor responds to
the micro injection in such a way that it could clear up the tip
flow disturbances before they grow up.

• The two-dimensional wavelet-based method offers a viable
tool to capture the flow disturbances appeared much earlier
than the final inception of pressure pips and stall cells. It is
also able to uncover the behavior of the flow disturbances,
judging the time-varying number of singularities obtained
through processing the reconstructed pressure image. The re-
sult proved the interaction of the micro injection on early
flow disturbances that a decreasing number of singularities
were obtained corresponding to the injection configuration
with the increasing gain of the compressor stability.

• A three-dimensional unsteady viscous flow computation to
simulate the injector-rotor-stator flow at near stall condition
provides an added interpretation for the mechanism of micro
injection in effecting the rotor tip flows. It can be shown that
although the effect of injected flow is rather localized in re-
lation to the overall blade passage flow, it could shift the
position of tip clearance vortex towards downstream and thus
delay the inception of stall.

Encouraged by the results reported herein and with the future
research going on, it can be hoped that this new approach could
become one of the new choices for improving the compressor
stability, a problem of long concern for turbomachine designers.
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Turbofan Performance
Deterioration Tracking Using
Nonlinear Models
and Optimization Techniques
A method of identifying the gradual deterioration in the components of jet engines is
presented. It is based on the use of an engine model which has the capability to adapt
component condition parameters, so that measured quantities are matched. The main
feature of the method is that it gives the possibility to identify performance deviations in
a number of parameters larger than the number of measured quantities. This is achieved
by optimizing a cost function which incorporates not only measurement matching terms,
but also terms expressing various constraints resulting from the physical knowledge
of the deterioration process. Time series of data representing deterioration scenarios are
used to demonstrate the method’s capabilities. The test case considered is a twin spool
partially mixed turbofan, representative of present-day large civil aeroengines. Implemen-
tation aspects, related to both the measurement set and the identification algorithms are
discussed. An interpretation of the output of the method in function of different parameters
entering the diagnostic problem is presented.@DOI: 10.1115/1.1512678#

Introduction
Deterioration of the performance of jet engines with time re-

sults from a number of physical mechanisms. The ability of the
user to identify the current condition of a deteriorated engine is a
key factor to ensuring reliable operation and optimal usage.

The ability to forecast deterioration and the importance of pro-
ducing models providing such a possibility has been discussed by
Zaita et al.@1#. Using existing information, they have proposed a
method to incorporate the effect of various deterioration mecha-
nisms in individual component performance models as well as
into the overall engine model. The work was motivated by the
need to assess engine capability and overall mission performance
for various environments at different instants in the engine life.

A different view point is taken when an existing engine in ser-
vice deteriorates with time. The possibility to identify the amount
of deterioration of individual components and assess its effect on
overall performance provides information, which is valuable for
improving cost effectiveness of maintenance actions.

Condition monitoring and diagnostic techniques using aerother-
modynamic performance data, is the means to obtain such infor-
mation. Doel@2# has commented on the features of approaches
used, while presenting a particular analysis tool that can be used
for this purpose. Performance diagnostic methods for identifying
deterioration have also been presented by Barwell@3#, Urban and
Volponi @4#, and Volponi@5#.

Finally, an area of interest to the engine designer is the incor-
poration of condition tracking algorithms in engine controls. The
desire is to optimize engine control, by taking into account the
current engine condition, providing thus improved control capa-
bility for more efficient operation and longer life. Lietzau and
Kreiner @6# have discussed controls related aspects.

The present paper introduces a method that allows the identifi-
cation of the condition of a deteriorated engine, from existing
measurement data records. It offers several advantages over other
methods used today, mainly because of its ability to track deterio-

ration using a limited number of measurements for relatively large
deterioration levels and without the need for a-priori estimation of
component condition parameters.

Before presenting the method a brief overview of existing
works related to engine deterioration is given, in order to be able
to assess some of the considerations used in our formulation.

Deterioration Mechanisms
Deterioration of jet engine performance is caused by sev-

eral mechanisms, which are different for the different engine
components.

The main types of geometry changes causing compressor per-
formance deterioration are tip clearance increase, airfoil shape
change and surface quality change. Rubs can be responsible for
clearance changes, erosion and corrosion can change airfoil shape
and surface quality, while fouling changes mainly surface quality
and secondarily shape. Turbines suffer from the same main types
of changes, but in this case shape changes have a more direct and
pronounced effect on swallowing capacity. Vane trailing edge
bowing and trailing edge erosion are effects that may increase
swallowing capacity, while affecting efficiency at the same time.
Swallowing capacity can decrease in the case deposits are formed
on the airfoils surface. Combustors, finally, do not usually contrib-
ute substantially to performance deterioration. A common feature
of all cases is the reduction in component efficiency. Swallowing
capacity reduces for compressors while it can either reduce of
increase in turbines.

Different causes and mechanisms of performance deterioration
of jet engines are reviewed in@1#. Degradation in both land and
aero gas turbines is also reviewed by Kurz and Brun@7#, who
pointed out differences in mechanisms for the two types. Indus-
trial gas turbine deterioration has been discussed by Diakunchak
@8#.

Concerning now the overall effect of deterioration on engine
performance, a number of works has been published over the
years. Work has been performed during the 1970s and early 1980s
at NASA, mainly on the JT9D and CF6 engines. Olsson and
Stromberg@9#, for example, have reported overall trends in per-
formance deterioration and the repartition of deviations to the en-
gine components. Similar information about the CF6 has been
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reported by Fasching and Stricklin@10#. Work has been done in
other organizations also, as for example reported by Sasahara@11#
and Danielsson@12# for the JT9D and Glenny@13# for a helicopter
engine. All these works contain data on engine deterioration
with time, which provide information exploited later in the present
paper.

A Model as a Tool Supporting the Diagnosis
The technique presented here relies on the existence of an en-

gine performance model, that can simulate operation of either
healthy or faulty engine.

For the purpose of the present analysis an engine is considered
as a system, whose operating point is defined by means of a set of
variables, denoted asu. The health condition of its components is
represented through the values of a set of ‘‘health’’ parameters,
contained in a vectorf. The system is observed through measured
variables~speeds, pressures, temperatures, etc.!, contained in a
vectorY. The operating engine establishes a relationship between
these parameters, which can be expressed though a functional
relation:

Y5F~u,f ! (1)

A computer model materializing this relation can reproduce the
values of any thermodynamic quantity measured along the engine
gas path. It is interesting to note that by assigning appropriate
values to the components of vectorf, the effect of engine com-
ponent faults or deterioration on measured quantities can be
reproduced.

A schematic representation of the generation of measurements
by an engine model, simulating healthy or faulty engine perfor-
mance is shown in Fig. 1. A specific engine performance model,
described by Stamatis et al.@14#, will be employed for illustrating
the method proposed here. It represents a twin spool, partially
mixed turbofan, with a configuration typical of contemporary

large civil engines. Measurements that can be taken from the tur-
bofan and can also be produced by the model are shown in the
lower part of Fig. 1.

This particular set of measurements, being representative of a
measurement set in today’s engines of this type, will be used in
the test cases reported in the paper. Noise is added to model pre-
dictions to simulate actual measurements. Gaussian noise is em-
ployed with standard deviation for each measurement as follows:

Sensor Pamb P1 T1 WFE XNLP XNHP P13 P3 T3 T6 T13
3 sigma 100 Pa 100 Pa 2 K 2 gr/S 6 rpm 12 rpm 300 Pa 5 KPa 2 K 2 K 2 K

These values are representative of current measurement
possibilities.

Parameters employed to characterize the condition of each
component are a flow factor SW and an efficiency factor SE. They
determine how component flow capacity and efficiency are modi-
fied with respect to a reference condition. For a component with
entrance at stationi of the engine, we define

Flow factor: SWi5~Wi•ATi /pi !/~Wi•ATi /pi !0 (2a)

Efficiency factor: SEi5h i /~h i !0 (2b)

These factors for all engine components constitute the vectorf and
are shown in Fig. 1. The use of such factors for describing the
health condition of engine components has been discussed by
Stamatis et al.@15#.

Condition Determination: Formulation of the Nonlinear
Diagnostic Problem

The purpose of a diagnostic method is to determine the values
of component health parameters of an engine~vector f !, when a
set of measured quantities~vectorY! is available for given oper-
ating conditions~vector u!. The first condition used to set up a
system of equations for solving such a problem is the requirement
that the quantities measured on the engine are reproduced in the

best possible way. A mathematical condition expressing this re-
quirement is that the following expression must obtain a minimum
value:

OFY5(
i 51

M S ai

Yi
calc2Yi

g

Yi
g D 2

(3)

Coefficientsa i can be chosen appropriately to give more weight
to measurements with smaller uncertainty. For a given operating
point and set of measurementsYg this expression is a function of
health parameters. The values of health parameters can thus be
determined by solving an optimization problem.

The possibility to derive a unique solution forf depends on how
the numberM of independent measurements is related to the num-
ber N of unknownf components.

• If N<M , the least-squares problem of minimizingOFy is
solved and a unique solution is derived. ForN5M , an alternative
is to solve the system ofM nonlinear equationsY(f )5Yg, ~zero
minimum for OFY).

• If N.M , then an infinite number of solutions exist. By as-

Fig. 1 „a… Generation of measured quantities by a model,
„b… example set of measurements and parameters on a civil
turbofan
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signing to N-M components off arbitrary values,M equations
can be solved to produce a unique solution for the remainingM
components.

Unfortunately this last situation is usually encountered in prac-
tice: a limited number of measurements is available, while a larger
number of health parameters needs to be determined for fully
characterizing the condition of the engine. In order to be able to
produce a solution forf some additional relations are needed.

The choice of additional relations will be guided by the particu-
lar properties of condition changes for engine deterioration:

~a! Performance parameters of all components decrease, apart
from turbine flow functions which can either decrease or increase.

~b! Changes are gradual, namely the values of health pa-
rameters change slowly with time and abrupt changes are not
expected.

These general features make a distinction between deterioration
identification and component fault detection: component faults are
usually concentrated around one particular component or area of
the engine and may appear suddenly.

Condition~a! gives a set of inequalities that have to be satisfied
by the solution and thus bound the search domain for a solution

Dh<0 for all components, Dq<0 for compressors (4)

These constraints are implemented in the optimization procedure
described later though the evaluation of appropriate penalty func-
tions.

Condition ~b! can be materialized through a probabilistic rea-
soning. For example, if parameters are assumed to be Gaussian
random variables the most probable variation will have to mini-
mize a norm of vectorf. An example of such a norm is:

OFf5(
j 51

N S bj

f j2 f j
r

f j
r D 2

(6)

Coefficientsbj can be used to give more weight to parameters
with smaller uncertainty. This last requirement is the one used for
formulation of Kalman-type methods~as, for example, described
in @2#!. It must be commented here that this is a rather arbitrary
condition and is simply related to statistics of the quantities in-
volved. It does not necessarily reflect the physics of the deterio-
ration process. It can, however, lead to realistic parameters esti-
mation, if it is satisfied simultaneously with the requirement of
minimal measurements deviations, Eq.~3!.

In view of these facts, an approach of minimizing a function
produced by a combination of the expressions of measurements
deviations and minimum norm off would be expected to provide
the means for estimating the components off. From studies in
estimation theory, it has been found that it is useful to include in
the objective function a term of sum of absolute values, since this
term may improve the numerical behavior of the estimation pro-
cedure by increasing its robustness~see related comments by Gro-
dent and Navez@16#!. The function that was chosen to be mini-
mized after taking into account all the previous considerations is
as follows:

F5(
i 51

M FYi
calc~ f !2Yi

g

Yi
gsYi

G 2

1CA•(
j 51

N U f j2 f j
r

f rs f j

U1CS•(
j 51

N F f j2 f j
r

f j
rs f j

G 2

(7)

All deltas are weighted by the inverse of the standard deviation of
the corresponding quantity. Weight factorsCA , CS are also in-
cluded, for the possibility to change the relative importance of the
two groups of terms. The reference valuesfr of the health indices
can be chosen to represent a ‘‘best’’ guess of the values to be
determined. An obvious first guess would be the values for the
healthy enginef0.

Implementation of a Solution Algorithm
We will now discuss some particular features of the procedure

we employ for implementation of a minimization algorithm and
the derivation of a diagnosis.

Measurement Smoothing. Smoothing measurement data
prior to feeding them to the diagnostic algorithm significantly im-
proves its performance. The smoothing operation that is used here
is applied on the values of measurements deltas and not on the
measurements themselves.

The first reason for this choice is that the raw measurements
arriving from the engine vary not only because of noise but also
because of operating point variation. If the measurements were
smoothed directly, this variation should be taken into account by
an appropriate model. Using deltas eliminates this need, because
the dependence of delta on the operating point is very weak when
neighboring operating conditions are considered. Additionally,
deltas characterize the phenomena to be identified~deterioration!,
by exhibiting a consistent evolution with usage time of the engine.

It is recalled here that a measurement delta is defined as
follows:

DY51003
Y2Y0

Y0 (8)

Y0 is the value thatY would obtain if the engine is at a known
condition ~for example, new and clean!. It is provided by an en-
gine simulation model, for the same set point parameters~vector
u! as those corresponding toY.

An example of variation of a measured quantity and its delta is
shown in Fig. 2. The actual measurement undergoes a significant
variation, even though data from typical cruise are considered.
Observation of the value itself does not reveal clearly the presence
of deterioration. The delta on the other hand shows a clear trend
corresponding to the engine deterioration. If a dependence on op-
erating point exists, it is very weak and anyway smaller than the
level of noise. We consider thus that

DY5DY~ f !, f 5 f ~ t !

wheret is the time of usage of the engine~that could be expressed
as hours of operation, number flight cycles or other suitable
quantity!

A further consideration for measurement deltas is that since
they represent small deviations from a known condition, they can
be assumed to relate linearly to component parameter deviations

@DY#5@J#•@D f # (9)

@J# is the Jacobian matrix for the operating point considered. This
relation implies that if component parameter deviationsDf vary in
a certain way with usage time, the above relation will establish the
way of variation ofDY.

Coming now to the wayDf vary with time of usage of the
engine, it can be claimed that their variation with time can be
considered to be of the form of a low degree polynomial, a linear
approximation being rather satisfactory. This point is supported by
published data@9–13#. On this basis, data from a deteriorating

Fig. 2 Time evolution of p 3 and Dp 3 on a deteriorating engine
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engine, at certain operating conditions, can be smoothed by pass-
ing through them a best fit line. An example of the time evolution
of delta of a measured quantity and the best fit line used to smooth
the data is shown in Fig. 3.

Once a smooth evolution has been established, measurements
are reconstituted from the reference values and the smoothed delta
at each instant in time

Yi
smooth5Yi

0
•S 11

DYi
smooth

100 D (11)

Choice of Reference Valuesf r. A feature of weighted least
squares is the dependence of the obtained solution on the initial
value of health coefficients. The initial values are taken into ac-
count in the form of the components of vectorf r in Eq. ~6!. If, for
example,f r is taken to be equal tof 0, namely the values for an
intact engine, the solution that will be derived will essentially
involve nonzero terms in Eq.~6!. For measurements from a faulty
engine, zeroing of the measurements term would require the pa-
rameters to be different from those of the healthy engine and
therefore the parameter term to be nonzero. This of course does
not exclude the possibility to obtain a correct solution. Even
though the parameter term will be nonzero, it is possible that the
correct solution is achieved, if it corresponds to the nonzero mini-
mum of the corresponding terms. This is demonstrated in a par-
ticular example we use for interpretation of the method results,
presented in the Appendix.

On the other hand, iff r has the values of the parameters that
correspond to the faulty condition by which the measurements
were generated, then the solution will provide exactly these val-
ues. For these values the objective function becomes zero, which
is essentially its global minimum, as it is a positive defined
function. In this respect the closer the initial estimations off r to
the actual solution, the closer the estimated values will be to the
solution.

These facts are taken into account in the way we choose to
update the values off r as successive estimations with time are
performed. When an engine deteriorates with usage, the condition
of the components changes very slowly. This suggests that a good
choice for reference factors at each time instant is the value of the

same factors obtained at the previous time instant. Actually, in-
stead of using the raw estimation at the latest point a filter is
applied to the previously estimated values to derive the reference
for the current estimation. The flow chart of the procedure for
each point in time is shown in Fig. 4.

The approach followed here has two features different from
existing linear gas path analysis tools: It is purely nonlinear, as it
uses the engine nonlinear model for deltas estimation and it in-
cludes explicit weight termsC which add flexibility to the estima-
tion process.

Application of the Method
In order to examine how the method performs, it has been

tested on a set of data representative of actual engine deteriora-
tion. The data have been produced in the frame of a European
research project~Curnock@17#! and represent deterioration trends
similar to ones actually observed on engines in service. Four hun-
dred data points are provided, representing some typical flight
profiles, repeated as an engine deteriorates over time. The typical
set of seven measured aforementioned quantities~Fig. 1! has been
used as an input to the method.

The results of the estimation by this method, compared to the
actual component parameter trends that produced the measure-
ments are shown in Fig. 5. Most parameter trends are closely
followed. The accuracy of prediction of the final values of the
individual health parameters at the end of the examined period can
be assessed from inspection of Fig. 6. It is observed that the com-
ponent deterioration magnitude is closely estimated.

In order to understand why some parameters are closely esti-
mated while others are not, the response of the algorithm to unit
deviations of individual parameters has been examined. Figure 7
shows the values of parameters estimated by processing measure-
ment produced by the engine model, with each individual health
parameter disturbed by 1%. The elements of the matrix in this
figure can be interpreted as follows:

Fig. 3 Time evolution of DT6 and best fit line for smoothing

Fig. 4 Procedure for health parameters determination
Fig. 5 Actual and estimated health parameters evolution in a
deteriorating engine „—actual, s estimated …
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• Inspection of rows reveals the possibility of the method to
identify isolated changes. If a row contains only a value close to 1
for the changed parameter and very small values of the remaining
ones, e.g., SW12, SE12, then this parameter would be well iden-
tifiable, when it deviates alone. This would be for example the
case of an isolated component fault. Parameters which are not
well identifiable as stand alone deviations, such as SE2, SW2,
spread information to neighboring ones. This implies that other
deviations will not be clearly identifiable if all parameters are
expected to vary, as in the case of deterioration.

• Inspection of columns, shows if the estimation of a particular
parameter is influenced by deviations on other parameters. This is
an indication on how good the estimation will be when more
deviations are present. SE12 and SE41 are the ones that are ex-
pected to be most clearly identified, while SW2, SW26, SE26,
SW49 are expected to be much depending on the values of other
deviations rather than their own.

Since this matrix provides a picture of the diagnostic ability of
the algorithm for both isolated faults and generalized deteriora-
tion, it will be termeddiagnostic response matrix. It would ideally
be equal to the identity matrix.

A result that gives an indication of the importance of these
effects is the estimated values for a case that all parameters have
simultaneously changed by 1%, and is shown in Fig. 8. Param-
eters that contain different contributions in the columns of Fig. 7
are the ones exhibiting the largest difference from the actual
value. These observations indicate that looking at the response to
measurements produced by disturbing individual parameters~as
for example done by Doel@18#! may be an indicator as to how a
method responds to individual component faults but cannot indi-
cate response to deterioration, when all components deviate.

Coming back to Fig. 7, a result which may be surprising at a
first glance is that some parameters are very accurately estimated.
It is known that weighted least squares tend to spread more the
estimated deviations of single component parameters. The present
authors assess that the improvement in concentrating estimated
values is due to some features particular to the present approach.
Using weight coefficients on the terms containing parameter del-

tas is such a feature. It was found that very small values of this
coefficient produce more accurate estimates. For such values
minimization of the objective function requires predominantly
minimization of measurement deviations. This means that practi-
cally all measurement deviations must be close to or equal to zero,
implying that solutions will lie on the hypersurface defined by this
set of equations. The final solution is then found as the point on
that surface with a minimum distance from the reference condi-
tion, as expressed through the norm used. The expression for this
norm was also found to influence the estimation accuracy.

In order to facilitate the understanding of the behavior of
the solution to the diagnostic problem considered here, an inter-
pretation of the behavior of weighted least squares in comparison
to the accurate solution of the diagnostic problem is given in the
Appendix.

Discussion
The results presented above were derived using a certain for-

mulation of the solution algorithm. We will now discuss some
aspects with respect to the general validity of the procedure.

First, linear functions were used for smoothing of the input
data. This is not a limitation, since any kind of function can
be employed. It must be pointed out, however, that the linear
function can always be used as long as small deviations are con-
sidered. This means that if the procedure is applied before dete-
rioration becomes very severe, the linear approximation is suffi-
cient. A piecewise linear approximation can be used for any kind
of deviation.

The approach proposed is useful for estimating the condition of
individual components, and thus giving the possibility to have at
any moment along the engine life an adapted model accurately
representing engine operation. Such a model is useful for adjust-
ing engine operating limits but also for adapting control schedules
for optimal operation. The question is how many points are nec-
essary for producing a picture of engine deterioration. For the
noise levels used in our investigation, it was found that at least 50
points are needed before the deterioration rate can be captured.
Sample results for two parameters are shown in Fig. 9, from esti-
mations based on 50, 100, 200, 300, and 400 points. Evolution of
some parameters is captured very precisely even with a small
number of points while for others a larger number of points is
needed. Estimation is better for parameters that can be better iden-
tified, according to the observations made on the diagnostic re-
sponse matrix, in the previous section.

The accuracy of estimation of the method presented may be
significantly improved if additional measurements are used. The
estimation results presented above were based on the typical set of
seven measurements. When the method was tested on different
deterioration scenarios, this time involving a change of LPT flow
function, it was observed that change of this parameter cannot be
captured from this set of measurements. Addition of pressure mea-
surements at HP compressor inlet and between the turbines gave
the possibility to capture this parameter too~@2# reports that such

Fig. 6 Comparison of actual and estimated health parameters
at the end of the period analyzed

Fig. 7 Estimated health parameter deviations, for data pro-
duced from unit disturbances on every individual parameter

Fig. 8 Estimated parameter deviations, for measurements pro-
duced by disturbing all health parameters by 1%
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measurements can be done on-wing!. Estimations of SW49 using
7 and 9 measurements are shown in Fig. 10. The clear improve-
ment with the additional measurements is observed.

The possibility to derive accurate information about all compo-
nent parameters from a limited number of measurements has been
demonstrated by the research group of the present authors,
through the technique of gas path analysis at discrete operating
points ~Stamatis et al.@19#!. Data from a limited number of sen-
sors at several discrete operating points can be exploited, to derive
a larger number of parameters. The potential of this method has
been further examined in recent studies~Kobayashi and Simon
@20#, Groenstedt@21#, Gulati et al.@22#!. In the present study data
from neighboring operating conditions were used. Even though
deltas have a dependence on operating point, such a dependence
has been assumed to be weak and comparable to the level of
noise, in the present case. Therefore no attempt was made to ex-
amine the possibility of exploiting discrete operating points data
for parameter estimation.

Finally, in the investigation reported in the foregoing, it has
been assumed that the measurement data are free from sensor
errors ~bias!. It is assumed that data have already passed a first
check and reading errors have been recovered. The method can
also cope with the detection of measurement errors, in the same
way as linear methods. The values of the weight parameterC
would have to be adjusted for optimizing the ability of detecting
sensor errors. Sensor error detection is favored by larger values of
this parameter. Such an investigation, however, is beyond the
scope of the present paper. The only comment is that the possibil-
ity to vary relative weights through parameterC may provide an
additional flexibility to existing techniques.

Conclusions
A method for assessing the condition of an engine due to

gradual performance deterioration has been presented. The
method is based on a nonlinear optimization procedure, with a
formulation of the least-squares type.

It was shown that by smoothing the deltas of measurements at
certain operating conditions and using a recursive estimation of
health parameters, it is possible to achieve good estimations for a
measurement data set typical of engines in service today. The
accuracy of the estimated values can be improved when additional
measurements are used.

A way of assessing the diagnostic potential for either isolated
faults or generalized deterioration was introduced, though the ob-
servation of the ‘‘diagnostic response’’ matrix.

A simplified formulation was used to interpret the behavior of
solutions of methods of this type and explain the mechanism of
their derivation.

Various aspects of implementation of the method, related to its
practical application were discussed.
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Nomenclature

A8IMP 5 exhaust area
EPM 5 engine performance model
HPC 5 high-pressure compressor
HPT 5 high-pressure turbine
LPT 5 low-pressure turbine

f 5 vector of engine component health parameters
Pi 5 total pressure at stationi of engine

SEi 5 efficiency factor~Eq. 2~b!!
SWi 5 flow factor ~Eq. 2~a!!

Ti 5 total temperature at stationi of engine
u 5 vector of quantities defining operating point

WFE 5 fuel flow rate
Wi 5 mass flow at positioni of engine

XNHP 5 high-pressure shaft rpm
XNLP 5 low-pressure shaft rpm

Y 5 vector of measured quantities
DY 5 percentage deviation of magnitudeY from nominal

value, Eq.~8!
h i 5 efficiency of component with entrance at stationi
s f 5 normalized standard deviation off
sy 5 normalized standard deviation ofY

Subscripts, Superscripts

0 5 quantity referring to intact engine
g 5 given value of quantity, e.g., from measurement
i 5 position along engine, Fig. 1

Appendix

Interpretation of Weighted Least-Squares Solutions. The
behavior of the solution to the problem of minimization of Eq.~6!,
in function of the values of the parameters contained in this ex-
pression, can be understood by considering a simplified situation,
with one measurement and two unknown component parameters.

We consider the engine used as a test case in the paper and we
consider the following situation: We want to monitor the condition
of the HP turbine through the measurement of compressor deliv-
ery pressure P3 . In order to be able to derive an analytical solu-
tion, we consider that we have small deviations and we use only

Fig. 9 Deterioration estimation based on different numbers of
data points „different instants along the engine life …

Fig. 10 LPT deterioration estimation by using „a… 7 measure-
ments, „b… 9 measurements. „—actual, s estimated …
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the sum of squares in expression~6!. The function that has to be
minimized, in order to obtainf 7 and f 8 (SW41 and SE41 for our
test case! is the following:

OF5S P3

P3
g21D 2

1CFs f 8
2

s f 7
2 S f 7

f 7
r 21D 2

1S f 8

f 8
r 21D 2G (12)

The standard deviationsP3 has been omitted in this expression, as
it has been included in the constantC which express the relative
magnitude of the two terms to be minimized. C also embedss f 8

2 ,
as the investigation that follows has shown that it is the relative
weights of the terms in the brackets that matter and not their
absolute values. Minimization of this expression is equivalent to
satisfying the equations

]~OF!

] f 7
50,

]~OF!

] f 8
50 (13)

The assumption of small derivations allows the expression ofP3
derivations in terms ofSW41 andSE41

D~p3!5J1D f 71J2D f 8 (14)

where: J15
f 7

0

P3
g •

]p3

] f 7
, J25

f 8
0

P3
g •

]p3

] f 8

Using Eq.~A1!, and substituting forDp3 from Eq. ~14!. Eqs.
~13! give a linear system of equations, with unknownsD f 7 and
D f 8.

An analytical solution is given as an example. For the case of
equal standard deviations, the system of Eqs.~13! becomes

~J1
21C!D f 71J1J2•D f 85J1DYg1CD f 7

r

J1J2D f 71~J2
21C!D f 85J2DYg1CD f 8

r (15)

and its solution

D f 75~J1DYg1~J2
21C!D f 7

r 2J1J2D f 8
r !/~J1

21J2
21C!

D f 85~J2DYg1J1J2D f 7
r 2~J1

21C!D f 8
r !/~J1

21J2
21C!

where D f i
r5~ f i

r2 f i
0!/ f i

0, DYg5~Yg2Y0!/Y0

We consider the example of a high-pressure turbine deteriorated
by erosion, that caused a 2% mass flow capacity increase and 1%
efficiency drop:D f 75D(SW41)512%. D f 85D(SE41)521%.

Using the engine model we produce the deviation inp3 and we
use the system of two equations derived in the foregoing, to solve
and determineD f 7 , D f 8 . The solution obtained for several values
of the constant C are shown in Fig. 11. On the same figure, the
straight line corresponding to the linearized relation between pa-
rameters and measurement. Eq.~14!, is shown.~For this particular

example Eq.~14! becomes:DP3521.19D f 711.06D f 8.) The
point representing the actual component deterioration that has pro-
duced the measurement deviation is also shown.

It is observed that the locus of solutions is a line drawn from
the origin ~perpendicular to theDP3 line, for equal standard de-
viations!. For small values ofC, the solution is close to theDP3
line, but asC increases it moves away from it and closer to the
origin. This figure explains how the least squares can produce a
solution that is close to the actual values, even though one mea-
surement only is available and is used to determine two param-
eters. It also shows that small values ofC produce solutions that
are essentially closer to the actual one.

The choice of a particular measurement is related to how
closely the actual solution is approximated. For example, ifXNHP
were used instead ofP3 , the estimated values would be further
away from the actual solution, as shown in Fig. 12. The locus of
solutions, with two points, one for small and one for large value of
C are shown. The line for the equation corresponding toDXNHP
is also drawn. If both measurements were available, the precise
solution would have been found from the intersection of the two
lines.

The solution is also influenced by the relative magnitudes of
standard deviations of the two estimated parameters. Figure 13
shows how the solution varies for different relative magnitudes.
Depending on the proportion of standard deviations, the solution
can be closer to or farther from the actual one. Increasing one
standard deviation moves the solution closer to the corresponding
axis. A particular proportion makes the solution equal to the actual
one. Although this proportion could be useful for tuning the
method, it will not produce an accurate solution for other faults,
linked to different relative magnitudes of mass flow and efficiency
deltas. A specific ratio of standard deviations provides a close
approximation for faults causing the same relative deltas. This
ratio does not necessarily correspond to the actual values, as they
would have been derived by measurement error propagation.

Fig. 11 Solution of minimizing Eq. „12…, for different values of
C; „— line for given DP3 . locus of solutions. d actual
fault …

Fig. 12 Estimated solutions for DSW41 , DSE41 when XNHP is
given; „d actual solution …

Fig. 13 Loci of solutions for different proportions of standard
derivations; given DP3 . „d actual solution …
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The influence of the choice of initial values forfr is demon-
strated in Fig. 14. The loci of solutions for different values ofC
have the same slope, but originate from different locations,
namely the point corresponding to the initial values. A further
observation is that if one of the two health parameters has a pre-
dominant influence on the measurement~the line for the measure-
ment forms a large angle with its axes!, then estimation of this
parameter is much less sensitive to the choice of initial value.
Figure 14 shows that estimated values ofD(SE41) vary much less
than values ofD(SW41), for the different choices of initial point.
Obviously, if a line is perpendicular to an axis, the parameter on
this axes is precisely estimated, but the other one cannot be esti-
mated at all.

The preceding discussion shows that the method produces a
solution, irrespective of the actual cause of a measurement devia-
tion. A deviation caused by one component, would thus be attrib-
uted to more than one, through the solution consisting of more
than one parameter deviations. How much of the deviation will be
distributed to each one depends on the slope of the line, for the
case of two parameters given as an example here. It is through
such a mechanism that single-component deviations are distrib-
uted to others, as for example presented in@18# and observed
earlier in the paper.

The previous observations are based on a linear relation be-
tween measurement and parameter deviations. This is chosen be-
cause it gives the possibility to easily assess the influence of the
various factors involved in the estimation. The nonlinear method
of the paper can also be used to demonstrate these observations.
Figure 15 provides the same information as Figs. 11 and 13, using
the nonlinear method, including the results of the linear method

for comparison. Although the linear relations produce the same
trend and are thus suitable for interpreting the solution, the non-
linear ones provide values which differ. The difference increases
as the deviation from the point used as reference increases. The
nonlinear approach can accurately capture deviations, even though
they may be of a sizeable magnitude.

As a final comment, the foregoing analysis can be used to in-
terpret even situations with multiple measurements and compo-
nent parameters, as long as the number of parameters exceeds the
number of measurements by one. In that case,N21 parameters
can be expressed in function of theNth one; so for each one of
them, one equation with two unknowns is formulated, which
could be studied as in the foregoing. The examination of sensitiv-
ity of the method to individual parameter disturbances, reported in
the body of the paper, substitutes for such a study.
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Effects of the Nature of Excitation
on the Response of a Mistuned
Bladed Disk Assembly
In this paper, responses of a mistuned bladed disk assembly are examined and compared
for three types of excitations: uncorrelated narrow band random excitations, correlated
narrow band random excitations and sinusoidal excitations with unknown (time-invariant
and random) amplitudes. Analytical techniques are also developed to compute the statis-
tics of responses for these types of excitations. Effects of correlations of narrow band
excitations are investigated in details. It has been found that the response statistics for
correlated narrow band random excitations can be viewed in terms of the concepts related
to the response to a deterministic engine order excitation.@DOI: 10.1115/1.1508385#

1 Introduction
The effects of mistuning have received a wide attention in the

existing literature@1–8# because small variations in the modal
properties of blades can lead to a large difference in the forced
response of each blade. While most of studies deal with determin-
istic sinusoidal excitations, the nature of excitation has been found
to be random in many applications@9–12#. Sogliero and Srini-
vasan@1# considered white noise excitations and computed the
mean-square displacement by Monte-Carlo simulations. Cha and
Sinha @8# have developed analytical techniques to compute the
statistics of the responses for white noise and narrow band random
excitations. It has been shown that the impact of mistuning can be
significant when the frequency bandwidth of random excitation is
small. They assumed that external forces on blades are statistically
independent of each other, and found that there are many frequen-
cies at which mean square response of the blade attains maximum
values. However, unlike white noise excitations, a narrow band
random force has a dominant frequency and may have correla-
tions with excitations experienced by other blades. For a deter-
ministic engine order excitation, external forces are related by a
constant interblade phase angle and there is only one resonant
frequency for the forced response. Therefore, it is desirable to
study the effects of correlations among narrow band random
forces on the statistics of the response and determine how re-
sponses differ from those to uncorrelated narrow-band random
excitations. In particular, following questions arise:~i! Can there
be a single resonance for correlated narrow band excitations?~ii !
Will the sensitivity of response to mistuning be higher or lower
for correlated narrow band excitations?~iii ! Are concepts related
to deterministic engine order excitations applicable to correlated
narrow band excitations?

In this paper, effects of correlations of narrow band random
excitations on the system response are investigated. Correlated
narrow-band excitations are obtained as outputs of coupled band
pass filters with white noises as inputs. The base patterns of nar-
row band excitation correlations are developed using the concepts
related to the response to a deterministic engine order excitation.
It has been shown that correlations of general narrow band exci-
tations can be represented as a linear combination of these basic
patterns. Features of responses for correlated narrow band random
excitations are compared with those of sinusoidal excitations with
unknown amplitudes which represent standard engine order exci-
tations where the amplitude and phase are considered as time

invariant random variables. This type of excitation corresponds to
time-invariant circumferential pressure field with unknown or ran-
dom magnitudes.

The model of the bladed disk assembly is chosen to be as
shown in Fig. 1@3,4,8#. This model represents the fundamental
mode of vibration for each blade. The modal mass of each blade is
considered to be identical and represented bymt . And the modal
stiffness of theith blade is represented byki . The mechanical
coupling between adjacent blades due to the disk’s flexibility has
been represented by a spring with the stiffnessKc . The damping
coefficientc is used to represent the structural and aerodynamic
damping.

First, analytical techniques to compute the statistics of forced
response are presented for two types of excitation: sinusoidal ex-
citations with unknown amplitudes and correlated narrow-band
random excitations. Then the influence of correlations of narrow
band random excitations on the system response is described.

2 Formulation
Let M, K and C be mass, stiffness and damping matrices, re-

spectively. The system of governing differential equations can be
written as follows:

Mẍ1Cẋ1Kx5F~ t ! (1)

The mistuning phenomenon is simulated by considering the per-
turbations in the stiffness matrix alone. If the stiffness matrix for
the corresponding tuned system isK0

K5K01dK (2)

wheredK is the random deviation in the stiffness matrix due to
mistuning. Here,dK is a diagonal matrix with diagonal elements
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as dk1 , dk2 , . . . ,dkn . It is assumed that random variables
dki( i 51,2, . . . ,n) are independent and have Gaussian distribu-
tions with zero mean.

2.1 Sinusoidal Excitations With Unknown Amplitudes. If
the external force vector.F(t), is assumed to correspond to a
particular engine order excitation for the time-invariant random
circumferential pressure field, then the amplitudes of sine and
cosine components of the force on each blade,ac andbc , can be
considered as time invariant random variables; i.e.,

Fi~ t !5ac sin~vt1c i !1bc cos~vt1c i ! (3)

where

ac5ac01dac , (4a)

bc5bc01dbc (4b)

ac05E@ac#, (4c)

bc05E@bc# (4d)

c i5
2pr ~ i 21!

n
, ~r 5engine order excitation! (4e)

The steady-state response can be written as

xi~ t !5Axi sinvt1Bxi cosvt (5)

whereAxi andBxi are also time invariant random variables. The
vectors of response amplitudes and external force amplitudes can
be defined as

xa5@Ax1 Bx1¯Axn Bxn#
T (6)

Fa5@a1 b1¯an bn#T (7)

where

ai5ac cosc i2bc sinc i , (8a)

bi5ac sinc i1bc cosc i (8b)

Substituting Eqs.~3! and~5! into Eq.~1! and equating the com-
ponents of cosvt and sinvt, a system of 2n algebraic equations is
obtained. These equations can be described as

~H01dH !xa5Fa (9)

The matrixH0 consists of the elements ofM, C andK0 , whereas
the matrixdH consists of the elements ofdK. Let the correlation
matrix of external force amplitudes be defined as

Rf a5EbFaFa
Tc (10)

where E@ # is the expected value. The correlation matrix of re-
sponse amplitudes is then obtained as

Rxa5Ebxaxa
Tc5~H01dH !21Rf a~H01dH !2T (11)

The expressions for the elements ofRf a are provided in Appendix
A. Since the matrixH0 is nonsingular for a damped system, Eq.
~11! yields

Rxa5~ I 2n1H0
21dH !21H0

21Rf aH0
2T~ I 2n1H0

21dH !2T (12)

Equation~12! can be expanded as follows:

Rxa5~ I 2n2H0
21dH1~H0

21dH !22¯ !H0
21Rf aH0

2T

(13)
~ I 2n2dHH0

2T1~dHH0
2T!22¯ !

Neglecting higher order terms,Rxa can be expressed as follows

Rxa5R0a2H0
21dHR0a2R0adHH0

2T (14)

where

R0a5H0
21Rf aH0

2T (15)

The mean square value of response amplitude of a mistuned
system is defined as follows:

Rai5EbAxi
2 1Bxi

2 c5~Rxa!2i 21,2i 211~Rxa!2i ,2i (16)

Due to mistuning,Rai is a random variable. Hence, the mean
value of response amplitude square,mRa , is defined as

~mRa! i5E@Rai #5Eb~Rxa!2i 21,2i 21c1Eb~Rxa!2i ,2i c (17a)

And, the standard deviation of response amplitude square,sRa , is
defined as

~sRa
2 ! i5Eb~Rai2~mRa! i !

2c5EbRai
2c2~mRa! i

2 (17b)

where

EbRai
2c5Eb~~Rxa!2i 21,2i 211~Rxa!2i ,2i !

2c
5Eb~Rxa!2i 21,2i 21

2 c1Eb~Rxa!2i ,2i
2 c

12E@~Rxa!2i 21,2i 21~Rxa!2i ,2i # (18)

Expressions for (mRa) i and (sRa
2 ) i are provided in Appendix B.

2.2 Correlated Narrow-Band Random Excitations

Generation of Correlated-Narrow Band Random Excitations.
Correlated narrow-band excitations.gi(t), can be obtained as out-
puts of a multi-dimensional band-pass filter subjected to white
noise excitationswi(t); i.e.,

g̈1CFġ1KFg5KFw~ t ! (19)

where

CF52jFvFCR (20a)

KF5vF
2 I n (20b)

g~ t !5@g1~ t ! g2~ t !¯ gn~ t !#T (20c)

w~ t !5@w1~ t ! w2~ t ! ¯ wn~ t !#T (20d)

and CR is a positive definite matrix. WhenCR is the identity
matrix, the multi-dimensional band-pass filter, Eq.~19!, is reduced
to uncoupledn band pass filters with damping ratiojF and natural
frequencyvF . In other words,gi is independent ofgj ( iÞ j ) if CR
is the identity matrix. The correlation matrix of white noise exci-
tations is given as follows:

Rw~t!5Ebw~ t !w~ t1t!Tc5Q0d~t!I n (21)

whereQ0 is the intensity andd~t! is the dirac-delta function.
Let V be the normalized eigenvector matrix of the matrixCF .

By the linear transformation

g5Vy (22)

Equation~19! can be changed to a system ofn decoupled equa-
tions as follows:

ÿ1VTCFVẏ1vF
2y5F~ t ! (23)

where

VTCFV5diag@2jb1vb1 2jb2vb2 ¯ 2jbnvbn# (24a)

F~ t !5vF
2VTw~ t ! (24b)

Note thatVTCFV is a diagonal matrix. Due to the orthonormal-
ity condition of normalized eigenvector matrix

VTV5VVT5I n (25)

Next, the correlation matrix of transformed white noise excita-
tions can be calculated as follows:

RF~t!5EbF~ t !F~ t1t!Tc5vF
4Q0d~t!I n (26)

The elements of the correlation matrix of transformed narrow-
band excitations is then obtained@13# as
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Ryiyj
~t!5Ebyi~ t !yj~ t1t!c

5E
2`

` E
2`

`

hi~l1!hj~l2!RF iF j
~t1l12l2!dl1dl2

(27)

whereRF iF j
(t) is the (i , j ) element ofRF(t)

RF iF j
~t!5EbF i~ t !F j~ t1t!c (28)

andhi(t) is the unit impulse response of theith decoupled band-
pass filter system; i.e.,

hi~ t !5
1

vFA12~jbivbi /vF!2
e2jbivbit

3sin~vFA12~jbivbi /vF!2t !, ~ t.0! (29)

Mean square values of transformed narrow-band excitations are
obtained from Eq.~27! by settingt50

Ryiyj
~0!5H 0~ iÞ j !

Q0vF
2

4jbivbi
~ i 5 j !

(30)

The correlation matrix of transformed narrow-band excitation can
be written as

Ry~0!5
Q0vF

2

2
~VTCFV!21 (31)

Using Eqs. ~22! and ~24a!, the correlation matrix of actual
narrow-band random forces is obtained as below,

Rg5Ebg~ t !g~ t !Tc

5VRy~0!VT5
Q0vF

2

2
V~VTCF

21V!VT

5
Q0vF

4jF
CR

21 (32)

Therefore, the coupled structure of band-pass filter,CR , can be
easily calculated when the correlation matrix of external forces,
Rg , is known.

CR5
4jF

Q0vF
Rg

21 (33)

Response to Correlated Narrow-Band Excitations.Let a state
vector be selected as

zT5 bgT ġT xT ẋTc (34)

Then, Eqs.~1! and ~19! can be represented as

ż5Az1Bw~ t ! (35)

where

A5F 0 I n 0 0

2KF 2CF 0 0

0 0 0 I n

M 21 0 2M 21K 2M 21C

G , (36a)

B5F 0
KF

0
0
G (36b)

SinceE@wi(t)#50, it has been shown thatE@zi(t)#50. Let P
be the correlation matrix of state variables; i.e.,

P5Ebz~ t !z~ t !Tc (37)

Then the correlation matrixP satisfies the following system of
algebraic equations under steady-state conditions@14#.

AP1PAT5BR (38)

where

BR52BQ0BT (39)

Equation~38! is called the Lyapunov equation and can be easily
solved using the MATLAB routine@15# ‘‘lyap.’’ The variance of
the system response, (sx

2) i , can be obtained from the correlation
matrix P; i.e.,

~sx
2! i5Ebxi

2c5~P!2n1 i ,2n1 i (40)

Fig. 2 „a… mRa as a function of v, „b… sRa ÕmRa as a function of
v; „sinusoidal excitations with unknown amplitudes …

Table 1 System parameters
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Because of mistuning,sx
2 are random variables. Hence, it is

desirable to predict mean and standard deviation ofsx
2. Using the

Taylor’s series expansion, the solution of Eq.~38! for a mistuned
system can be approximated as follows:

P5P01(
i 5 l

n
]P

]ki
dki (41)

whereP0 is the correlation matrix of the perfectly tuned system.
Note that the higher order terms of the Taylor’s series expansion
are neglected. The validity of this approximation has been estab-
lished by Cha and Sinha@8#. ]P/]ki is a solution of the following
linear algebraic equation which is obtained by differentiating Eq.
~38! with respect toki ; i.e.,

A0

]P

]ki
1

]P

]ki
A0

T52S ]A

]ki
P01P0

]AT

]ki
D (42)

Note that]A/]ki and]AT/]ki can be calculated analytically. The
matrix P0 is known by solving Eq.~38! for a perfectly tuned
system. Hence, the right-hand side of Eq.~42! is known, and Eq.
~42! is the Lyapunov equation which can be again solved by using
the MATLAB routine ‘‘lyap.’’ From Eq. ~41!, the mean and the
standard deviation of response variance can be easily calculated as
follows:

~mR! i5EbP2n1 i ,2n1 i c (43a)

~sR
2 ! i5EbP2n1 i ,2n1 i

2 c2~mR! i
2 (43b)

where the expressions for (mR) i and (sR
2) i are provided in Appen-

dix C.

3 Numerical Results
The nominal values of modal parameters are chosen from the

paper by Griffin and Sinha@16#, and are presented in Table 1. The
number of blades is selected to be equal to ten. The standard
deviation of each blade’s modal stiffness is taken to be 8000 N/m,
which corresponds to about 1 percent mistuning in terms of the
ratio of standard deviation and mean value of the modal frequency
of each blade.

In Section 3.1, the statistics of response are calculated for sinu-
soidal excitations with unknown amplitudes whereas effects of
correlations of narrow-band excitations on the response variance
are investigated in Section 3.2.

3.1 Sinusoidal Excitations With Unknown Amplitudes.
In order to verify the accuracy of the analytical technique, the
mean and the standard deviations of the square of each blade’s
amplitude,mRa and sRa , are obtained by solving Eq.~11! for
Monte Carlo simulations and compared with analytical results ob-
tained from Eq.~17!. The MATLAB command ‘‘randn’’@15# is
used to generate the variations in modal stiffnesses. It yields ran-
dom numbers which have Gaussian distribution with zero mean
and specified standard deviation. For the Monte-Carlo simulation,
a large number~arbitrarily chosen to be 1000! of bladed disk
assemblies are considered. It is assumed that the mean and the
variance of random variableac and bc of Eq. ~3! are unity and

Fig. 3 „a… mR as a function of vF , „b… sR ÕmR as a function of
vF ; „correlated excitation, pattern 0 …

Fig. 4 „a… mR as a function of vF , „b… sR ÕmR as a function of
vF ; „correlated excitation, pattern 3 …
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deviations ofac and bc are independent of each other; i.e.,ac0

5bc051N, E@dac
2#5E@dbc

2#51N2, and E@dacdbc#50. The
engine order excitation,r, is assumed as three.

In Fig. 2, the simulation and analytical results for themRa and
the sRa /mRa of the system are plotted as a function of the exci-
tation frequencyv. It can be seen that analytical results compare
well with those from numerical simulations. The number of peaks
of mRa is only one. It indicates that a vigorous vibration of blades
can occur when the natural frequency of the bladed disk assembly
is equal to the frequency of external force and the number of
nodal diameters is equal to the number of engine order,r. This
triple-coincidence condition of resonance@17# can be obtained
from the Campbell diagram. However, the number of peaks in
plots forsRa /mRa is related to the number of blades. It reflects the
fact that repeated natural frequencies of a tuned system split due

to mistuning. On a Pentium P-75, the computation times required
for numerical simulation and analytical technique are 285 min and
22 s for eachv, respectively.

3.2 Correlated Narrow-Band Random Excitations. It is
assumed that each blade experiences the same intensity of excita-
tion and the correlation between any two blade forces is same if
relative positions of corresponding blades are same; i.e.,

E@gi
2~ t !#5E@gj

2~ t !# (44a)

E@gi~ t !gj~ t !#5E@gi 1k~ t !gj 1k~ t !# (44b)

E@gi~ t !gi 1 j~ t !#5E@gi~ t !gi 2 j~ t !# (44c)

Therefore, the correlation matrix,Rg , is a symmetric circular ma-
trix and six elements of the first row ofRg can represent the entire
matrix Rg when the number of blades equals ten. Based on the
constant interblade phase angles of deterministic engine order ex-
citations, six base patterns of excitation correlations are developed
as follows:

Rg~1,i !5E@g1~ t !gi~ t !#5cosS 2p~ i 21!

n
pD

where p5pattern number. To calculate the coupled structure of
band pass filterCR which is related to the inverse ofRg , the
elements ofRg are slightly modified so that the rank ofRg is equal

Fig. 5 The correlations of narrow-band excitation „a… case 1,
„b… case 2, „c… case 3

Fig. 6 „a… mR as a function of vF , „b… sR ÕmR as a function of
vF ; „uncorrelated excitations …

Table 2 Components of six base correlation patterns
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to the number of blades. For example, the cross-correlations,
Ebgi(t)gj (t) c, of the 0th pattern have been chosen as 0.99 instead
of 1.

With given correlations of excitations, the analytical results of
mR andsR /mR are calculated from Eq.~43!; e.g., Figs. 3 and 4 for
p50 and 3, respectively. The numerical value forjF is chosen as
0.001 and the intensity of external white noise excitation,Q0 , is
assumed as unity. It is found that the number of peaks ofmR is
only one and the resonant frequency is same as that for the case of
the corresponding engine order excitation which can be obtained
from the Campbell diagram. It indicates that correlations of exci-
tations are important factors for the response of a tuned system.
However, features ofsR /mR do not change significantly and the
number of peaks is same as the number of blades.

Six base patterns corresponding top50, 1, 2, 3, 4, and 5 can be
considered as a basis to describe a general correlated excitation.
Three cases of correlation matrix,Rg , are arbitrarily considered
and are shown in Fig. 5. For the case 1, the force on each blade is
moderately correlated only with forces on adjacent blades. TheRg
of case 3 is a minor change of case 2 and both excitations are
related to the 3rd correlation pattern,p53. These three cases of
correlated excitations and the independent narrow band excita-
tions are resolved by the six base patterns. The results are shown
in Table 2. For independent narrow-band excitations, each pattern
has an equal importance. Weightings of patterns 1 to 4 are twice
those of patterns 0 and 5 because they correspond to repeated

natural frequencies of the bladed disk assembly. For the case 1,
patterns 0, 1 and 2 are dominant while patterns 0 and 3 are domi-
nant for cases 2 and 3. The analytical results of uncorrelated ex-
citation and these three correlated cases are plotted in Figs. 6–9.
The dominant peaks ofmR match well with the weighting factors
of correlation patterns in Table 2. From the responses of cases 2
and 3, Figs. 8 and 9, it is found that a small variation inRg does
not significantly change the features of responsesmR and sR .
While the number of peaks ofmR depends on the nature of the
excitation correlation, the number of peaks ofsR /mR is always
related to the number of blades. SincesR /mR is a measure of
impact of mistuning, it implies that the mistuning effect is not
sensitive to the correlation pattern of excitation.

From the comparison of responses of the uncorrelated excita-
tion with the responses of six base correlation patterns, it is found
that the peak value of the mean of response variance,mR , is
significantly increased for six base patterns. Therefore, the
Lyapunov equation, Eq.~38!, for the tuned system is expressed as
three coupled algebraic equations to study the effect of cross-
correlations of excitations.

A1P11P1A1
T52B1 (45a)

A1P21P2A3
T52B2 (45b)

A3P31P3A3
T52B3 (45c)

where

Fig. 7 „a… mR as a function of vF , „b… sR ÕmR as a function of
vF ; „correlated excitations, case 1 …

Fig. 8 „a… mR as a function of vF , „b… sR ÕmR as a function of
vF ; „correlated excitations, case 2 …
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A15F 0 I n

2KF 2CF
G , (46a)

A25F 0 0

M 21 0G (46b)

A35F 0 I n

2M 21K0 2M 21C
G (46c)

P15EFggT gġT

ġgT ġġTG , (47a)

P25EFgxT gẋT

ġxT ġẋTG (47b)

P35EFxxT xẋT

ẋxT ẋẋTG (47c)

B15F0 0

0 KFQ0KF
TG , (48a)

B25F0 E@ggT#M 2T

0 E@ ġgT#M 2TG (48b)

B35F 0 ~M 21E@gxT# !T

M 21E@gxT# M 21E@gẋT#1~M 21E@gẋT# !TG (48c)

The intensity of narrow-band excitations,E@ggT#, is obtained
from Eq.~45a!. Note that the elements ofE@gġT# andE@ ġgT# are
zero,@18#. The correlation matrixP2 can be calculated from Eq.
~45b!. Then, the response variance of blades,E@xxT#, can be ob-
tained from Eq.~45c!. It is found that the effective input intensity
for this dynamic system only depends onE@gxT# andE@gẋT#.

For the uncorrelated excitation and the 3rd pattern of correlated
excitation, Figs. 6 and 4 as examples.E@ggT#, E@gxT# and
E@gẋT# have been computed. With the change ofvF , the nominal
intensity of excitation,E@ggT#, is of same order for both types of
excitation. However, the elements ofE@gxT# andE@gẋT# for the
3rd correlation pattern are significantly increased near the reso-
nance frequency while those of uncorrelated excitation show mul-
tiple peaks and distributed over the range of the natural frequen-
cies, for example, Fig. 10. These results explain that themR for
each of six base patterns has a single peak, Figs. 3 and 4, and its
magnitude is significantly increased compared to that for indepen-
dent narrow band excitations, Fig. 6.

4 Conclusions
Analytical techniques have been developed to study the effects

of nature of excitations on the response of a mistuned bladed disk

Fig. 9 „a… mR as a function of vF , „b… sR ÕmR as a function of
vF ; „correlated excitations, case 3 … Fig. 10 E†gẋ T

‡ as a function of vF; „a… uncorrelated excita-
tion, „b… correlated excitation, pattern 3
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assembly. In addition, basic concepts are developed to interpret
the statistics of responses due to correlated narrow band excita-
tions.

It is found that the number of peaks of mean-square response
mR depends on correlations of the narrow-band random excita-
tions and the dominant peaks ofmR are matched well with weight-
ing factors of the base correlation patterns which are very close to
tuned modes with constant interblade phase angles. For uncorre-
lated narrow-band excitations, there are many frequencies at
which values ofmR are maximum, whereas only a single reso-
nance is found if the correlation pattern corresponds to one of the
engine order excitations. For an engine order excitation with un-
known ~time-invariant and random! amplitudes, the mean of the
square of response amplitude (mRa) also shows a single reso-
nance. Mistuning effects represented by the curves ofsR /mR and
sRa /mRa do not change significantly by the excitation correlations
and have always multiple peaks which are related to the number
of blades.

Nomenclature

A 5 system matrix in state space analysis
Axi ,Bxi 5 amplitude of sinusoidal response ofith blade

B 5 input matrix in state space analysis
BR 5 input matrix of Lyapunov equation
C 5 damping matrix
c 5 damping coefficient of each blade

E@ # 5 expected value
F(t) 5 external force vector

Fa 5 sinusoidal force vector, defined in Eq.~7!
g(t) 5 narrow band excitation vector

H0 ,dH 5 defined in Eq.~9!
hi(t) 5 impulse response ofith decoupled band-pass filter

system
I n 5 identity matrix
K 5 stiffness matrix

Kc 5 coupling stiffness between adjacent blades
k0 5 modal stiffness of each blade for tuned system
ki 5 modal stiffness ofith blade
M 5 mass matrix
mt 5 modal mass of each blade
n 5 no. of blades
P 5 correlation matrix of state variables

Q0 5 intensity of white noise excitation
Ra 5 mean square value of response amplitude, defined in

Eq. ~16!
Rf a 5 correlation matrix of sinusoidal force vector, defined

in Eq. ~10!
Rw(t) 5 correlation matrix of white noise excitations

Rxa 5 correlation matrix of sinusoidal response vector, de-
fined in Eq.~11!

Ry(t) 5 defined in Eq.~31!
RF(t) 5 defined in Eq.~26!

r 5 engine order excitation
V 5 normalized eigenvector matrix

w(t) 5 white noise excitation vector
xa 5 sinusoidal response vector, defined in Eq.~6!
xi 5 displacement ofith blade
yi 5 defined by Eq.~22!
z 5 state vector

ac ,bc 5 unknown amplitudes of sinusoidal excitations
dk 5 ki2k0
sxi 5 standard deviation ofith blade’s displacement
sR 5 defined in Eq.~43b!

sRa 5 defined in Eq.~17b!
mR 5 defined in Eq.~43a!

mRa 5 defined in Eq.~17a!
F(t) 5 transformed force vector

jF 5 damping ratio of band-pass filter
c i 5 phase shift of engine order excitation ofith blade

vF 5 resonant frequency of band-pass filter

Appendix A

Computation of the Correlation Matrix of External Force
Amplitudes. The external forces are defined as

Fi~ t !5ac sin~vt1c i !1bc cos~vt1c i !5ai sinvt1bi cosvt
(49)

where

ai5ac cosc i2bc sinc i , (50a)

bi5ac sinc i1bc cosc i (50b)

The elements of the correlation matrix of external force amplitude
are defined as

Ebaiaj c5E@~ac cosc i2bc sinc i !~ac cosc j2bc sinc j !#

5Ebac
2ccosc i cosc j1Ebbc

2csinc i sinc j

2E@acbc#sin~c i1c j ! (51)

Ebbibj c5Eb~ac sinc i1bc cosc i !~ac sinc j1bc cosc j !c
5Ebac

2csinc i sinc j1Ebbc
2ccosc i cosc j

1E@acbc#sin~c i1c j ! (52)

Ebaibj c5Eb~ac cosc i2bc sinc i !~ac sinc j1bc cosc j !c
5Ebac

2ccosc i sinc j2Ebbc
2csinc i cosc j

1E@acbc#cos~c i1c j ! (53)

where

Ebac
2c5Eb~ac01da!2c5ac0

2 1Ebda2c (54a)

Ebbc
2c5Eb~bc01db!2c5bc0

2 1Ebdb2c (54b)

E@acbc#5E@~ac01da!~bc01db!#5ac0bc01E@dadb#
(54c)

Appendix B

Calculation of „µRa… i and „sRa
2
… i for Sinusoidal Excitations

With Unknown Amplitudes. From Eq.~14!

Rxa5R0a2H0
21dHR0a2R0adHH0

2T (55)

Because

~H0
21dHR0a! i , j5(

l 51

n

~~H0
21! i ,2l 21~R0a!2l 21,j

1~H0
21! i ,2l~R0a!2l , j !dkl (56)

~R0adHH0
2T! i , j5(

l 51

n

~~R0a! i ,2l 21~H0
21! j ,2l 21

1~R0a! i ,2l~H0
21! j ,2l !dkl (57)

Equation~55! can be expressed as

~Rxa! i , j5~R0a! i , j2(
l 51

n

~dRxa! i , j ,ldkl (58)

where

~dRxa! i , j ,l5~H0
21! i ,2l 21~R0a!2l 21,j1~H0

21! i ,2l~R0a!2l , j

1~R0a! i ,2l 21~H0
21! j ,2l 211~R0a! i ,2l~H0

21! j ,2l

(59)

SinceE@dki #50, it is obvious thatEb(Rxa) i ,i c5(R0a) i ,i ; and it
can be shown that
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E@~Rxa! i ,i
2 #5~R0a! i ,i

2 1E@dk2#(
l 51

n

~dRxa! i ,i ,l
2 (60)

Eb~Rxa! i ,i~Rxa! j , j c5~R0a! i ,i~R0a! j , j1E@dk2#(
l 51

n

~dRxa! i ,i ,l~dRxa! j , j ,l (61)

The matrixH0 anddH for the system shown in Fig. 1 are

H053
h1 h3 2h2 0 0 0 ¯ 2h2 0

2h3 h1 0 2h2 0 0 ¯ 0 2h2

2h2 0 h1 h3 2h2 0 ¯ 0 0

0 2h2 2h3 h1 0 2h2 ¯ 0 0

• • • • • • •

• • • • • • •

• • • • • • •

2h2 0 0 0 0 0 ¯ h1 h3

0 2h2 0 0 0 0 ¯ 2h3 h1

4 (62)

dH5diag@dk1 dk1 dk2 dk2 ¯ dkn dkn# (63)

where

h15k012Kc2mtv
2, (64a)

h25Kc , (64b)

h352cv (64c)

Appendix C

Expressions forµR and sR
2 .

1 The mean of response correlation; (mR) i

~mR! i5EF ~P0!2n1 i ,2n1 i1(
l 51

n
]P2n1 i ,2n1 i

]kl
dkl G5~P0!2n1 i ,2n1 i

(65)

because
E@dkl #50. (66)

2 The standard deviation of response correlation; (sR) i

~sR
2 ! i5EbP2n1 i ,2n1 i

2 c2~mR! i
2 (67)

where

E@Pi ,i
2 #5EF S P0i ,i1(

l 51

n
]Pi ,i

]kl
dkl D 2G

5Eb~P0! i ,i
2 c1EF S (

l 51

n
]Pi ,i

]kl
dkl D 2G

12EF P0i ,iS (
l 51

n
]Pi ,i

]kl
dkl D G (68)

and

Eb~P0! i ,i
2 c5~P0! i ,i

2 (69)

EF S (
l 51

n
]Pi ,i

]kl
dkl D 2G5E@dk2#(

l 51

n S ]Pi ,i

]kl
D 2

(70)

EF P0i ,iS (
l 51

n
]Pi ,i

]kl
dkl D G50. (71)
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1 Introduction
The resonant amplitudes of turbine blades are generally very

sensitive to small variations in the blade properties. Therefore, the
small blade variations that result from manufacturing tolerances
and wear cause some blades to have a significantly increased vi-
bratory response and fail from high cycle fatigue. This phenom-
enon, referred to as the mistuning problem, has been studied ex-
tensively. Srinivasan@1# provides a comprehensive review of the
topic.

In much of the mistuning research, bladed disks are modeled by
lumped parameter mass-spring systems@2–6#. The simplicity of
these models allows researchers to study trends or produce ana-
lytical results that provide physical insight into the mistuning
problem. Furthermore, their low computational cost allows them
to be used effectively for Monte Carlo simulations. However,
these types of systems are extremely sensitive to slight errors and
the lumped parameter models are not sufficiently accurate to cap-
ture the true behavior of a real bladed disk. As a consequence, the
lumped parameter models offer a means of qualitative, not quan-
titative analysis.

An alternative approach for modeling mistuned bladed disks
would be to use finite element-based reduced order methods.
These models can accurately calculate the response of a real
bladed disk geometry with computational costs that are compa-
rable to mass-spring models. Two order-reduction approaches
have been developed: one was a component mode synthesis and
one was based on using a subset of nominal modes~SNM!. The
original reduced order models employed component mode synthe-
sis, which analyzed the blades and the disk as separate substruc-
tures @7–10#. More recently, Yang and Griffin@11# developed a
simpler approach~subset of nominal modes! that allowed the
bladed disk to be analyzed as a single structure. Their method,
SNM, reduced the degrees of freedom in the equations of motion
by representing the mistuned system modes as a limited sum of
the nominal or tuned system modes. However, while these models
can effectively analyze true blade and disk geometries, they are
still too mathematically complicated to provide physical insight
into the mistuning problem. Furthermore, they are often difficult
to use because they require as input a significant amount of data
that must first be generated from finite element analyses of the
tuned system and then incorporated into the reduced order model.

In this paper we present a new model of mistuned bladed disks
that can accurately represent the mistuned response of real turbine
geometries. It is applicable when the modes that are excited are
part of an isolated family in which the strain energy is primarily in
the blades. Once the new model is derived, it provides a math-
ematical formulation that is even simpler than that resulting from
the use of mass spring models. Because of its simplicity, one may
readily identify the fundamental parameters that control mistuned
response. For this reason, we refer to this approach as providing a
fundamental mistuning model~FMM!.

FMM is basically an extension of SNM that takes advantage of
how the SNM formulation may be simplified when the nominal
modes used in the representation are limited to a single family.
From experience with SNM, we know that a single family of
modes often works quite well@11#. An example of where FMM
will usually be applicable is in representing mistuning in the ‘‘first
bending’’ modes. The term, first bending, is used by blade design-
ers to refer to the lowest frequency modes in the bladed disk
because the deformation in the blades is fairly similar to that of a
cantilevered beam in its first bending mode.

We will find that when SNM is simplified to produce the fun-
damental model, it requires only two sets of parameters in order to
accurately predict the mistuned modes and natural frequencies of
the system. One parameter set consists of the nominal frequencies
of the tuned system. This completely characterizes the bladed
disk. The second set of parameters consists of the deviations of
the individual blade frequencies from their tuned value~frequency
deviations!. This completely characterizes the mistuning. In addi-
tion, if we specify the engine order of the excitation and the modal
damping we can predict the amplitude magnification that will be
caused by mistuning. Thus, we will see that the only parameters
that affect mistuning in an isolated family of modes are: the nomi-
nal frequencies of the tuned system, the frequency deviations of
the mistuned blades, the modal damping, and the engine order of
the excitation.

Since FMM requires only minimal input data, it is extremely
simple to use. The tuned system frequencies can be obtained from
a standard cyclic symmetric finite element analysis. The only
other necessary input, the blade frequency deviations, may either
be measured for a specific rotor or randomly generated for Monte
Carlo simulations.

This paper is presented as follows. Section 2 provides the the-
oretical basis for FMM. In Section 3, two benchmark cases are
discussed. The first case uses a simplified blade geometry to ex-
plore FMM’s ability to capture the effects of general mistuning;
i.e., the bladed disk is simultaneously subjected to geometric, den-
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sity, and elastic modulus variations. The second benchmark exam-
ines the accuracy of FMM when it is used to model a turbine
blade with a more realistic geometry. In each case, the FMM
calculations of the mistuned frequencies, modes, and forced re-
sponse are compared with finite element analyses. Then, Section 4
explores the limitations of FMM. Lastly, the key attributes of the
method are summarized in Conclusions.

2 Theory
This section presents the mathematical basis of the fundamental

mistuning model, FMM. We assume that we are dealing with an
isolated family of modes in which the strain energy is primarily in
the blades. This will allow us to make a number of simplifying
assumptions as we progress through the derivation. The validity of
the resulting model will be corroborated through the numerical
studies in Section 3.

Section 2.1 of this section describes how the SNM approach
@11# is used to reduce the order of the mistuned free-response
equations and formulate the problem in terms of reduced order
sector matrices. Section 2.2 relates the sector matrices to mistuned
blade frequencies. Section 2.3 simplifies the resulting mathemati-
cal expressions and summarizes the FMM approach.

2.1 Reduction of Order. Consider a mistuned, bladed disk
in the absence of an excitation. By assuming a harmonic, un-
damped, steady-state response, the equations of motion can be
written as

@~K°1DK !2v j
2~M°1DM !#fj50 (1)

whereK° andM° are the tuned system mass and stiffness matri-
ces.DK andDM are the variations in the stiffness and mass ma-
trices due to mistuning. The vectorfj is the jth mistuned mode,
andv j is its corresponding natural frequency.

In SNM, the mistuned modes are represented as a weighted
sum of a limited number of nominal system modes@11#; i.e.,

fj5 (
m50

N21

b jmfm
° (2)

whereb jm is a weighting factor, andfm
° is themth nominal sys-

tem mode normalized with respect to the tuned mass matrix. Al-
ternatively,~2! may be expressed in matrix notation as

fj5F°bj (3)

where bj is a vector of weighting factors, andF° is a matrix
whose columns are the tuned system modes; i.e.,F°
5@f0

° f1
° . . . fN21

° #. Substituting~3! into ~1! and premultiplying
by F°H, where H is the Hermitian, yields the reduced order
problem

@~L°1DK̂ !2v j
2~ I1DM̂ !#bj50 (4)

Physically,L° represents the modal stiffness matrix andI rep-
resents the modal mass matrix. However, since the modes are
normalized with respect to the mass matrix,L° is simply a diag-
onal matrix of the tuned system eigenvalues,1 andI is the identity
matrix. DK̂ andDM̂ are the variations in the modal stiffness and
modal mass matrices caused by stiffness and mass mistuning

DK̂5F°HDKF° (5)

DM̂5F°HDMF° (6)

By consolidating the modal mass and stiffness variations into one
term, ~4! can be written as

~L°1Â j !bj5v j
2bj (7)

where

Â j5DK̂2v j
2DM̂ (8)

In this form, each mistuned frequency,v j , has a corresponding
mistuning matrix, Â j . However, assuming that the subset of
nominal modesF° used in the SNM representation consists of a
single family of modes in which the strain energy is primarily in
the blades, the mistuned frequencies will be closely spaced. Thus,
all of thev j in ~8! are nearly equal and can be approximated by an
average of the tuned system frequencies,vavg. Therefore, theÂ j
will be approximated by the single mistuning matrix

Â5DK̂2vavg
2 DM̂ (9)

Thus,~7! becomes

~L°1Â!bj5v j
2bj (10)

In the next section we will relate the matrixÂ to the frequency
deviations of the mistuned blades.

2.2 Relating Mistuning to Blade Frequency Deviations.
In order to determine mistuned modes and frequencies from~9!,
the mistuning matrix,Â, must first be calculated. One possible
approach is to calculateÂ directly from its definition, which is
very similar to the method used by SNM. However, these calcu-
lations are fairly tedious because they involve the extraction of
data from finite element models and the multiplication of large
matrices. In addition, they require knowledge of how the mass and
stiffness matrices vary from one sector to the next—information
that we typically do not have. Instead, FMM uses approximations
to relateÂ directly to the blade-alone frequency deviations.

RelatingÂ to frequency deviations is a three-step process. First,
the mistuning matrix is expressed in terms of the mode shapes of
an individual sector. Then, the sector modes are related to their
corresponding cantilevered blade mode. Finally, the resulting
blade-mode terms inÂ are expressed in terms of the frequency
deviations of the blades.

Relating Mistuning to Sector Modes.Consider the mistuning
matrix, A, as defined by Eq.~9!. This matrix is formed by taking
a product of the tuned system modes with the mistuned stiffness
and mass matrices, Eqs.~5! and~6!. This product can be taken on
a sector-by-sector basis; i.e.,

Â5(
s50

N21

Â~s! (11)

whereÂ(s) is the contribution toÂ from thesth sector. The sectors
are numbered from 0 toN21 whereN is the number of blades on
the disk.

From ~9!, Â(s) is

Â~s!5DK̂ ~s!2vavg
2 DM̂ ~s! (12)

where DK̂ (s) and DM̂ (s) are thesth sector contributions to the
modal stiffness and mass variations

DK̂ ~s!5F° ~s!H
DK ~s!F° ~s! (13)

DM̂ ~s!5F° ~s!H
DM ~s!F° ~s! (14)

in which DK (s) andDM (s) are the physical variations in the stiff-
ness and mass matrices for thes blade-disk sector, andF°(s) is the
portion of tuned mode matrix,F°, that corresponds to thesth
sector.

Substituting~13! and~14! into ~12! produces an expression for
Â(s) in terms of the physical mass and stiffness variation of a
sector and the tuned sector modes

Â~s!5F° ~s!H
~DK ~s!2vavg

2 DM ~s!!F° ~s! (15)

Considering only a single element of the matrixÂ(s), ~15! implies1An eigenvalue is equal to the square of the natural frequency of a mode.
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Âmn
~s!5fm

°~s!H
~DK ~s!2vDM ~s!!fn

°~s! (16)

wherefm
°(s) andfn

°(s) are the modes in themth andnth columns of
F°(s). Thus, the mistuning matrix has been expressed in terms of
the tuned modes and mistuning of individual sectors.

Relating Sector Modes to Blade Mode.In the SNM formula-
tion the tuned system modes are written in complex, traveling
wave form@11#. When the tuned system modes are expressed in
this manner, the amplitudes of every blade in a mode are the same,
but each blade has a different phase. Therefore, the part of the
mode corresponding to thesth sector can be written in terms of
the same mode on the 0th sector, multiplied by an appropriate
phase shift; i.e.,

fm
°~s!5eism2p/Nfm

°~0! (17)

wherei 5A21. In ~17! it is assumed that the modes are ordered in
the pattern

H f0
°~s! f1

°~s! f2
°~s!

¯ fN/2
°~s! fN/211

°~s!
¯ fN21

°~s!

~0! ~1B! ~2B! ¯ S N

2 D S S N

2
21DFD ¯ ~1F! J

(18)
where the second row in~18! indicates the nodal diameter and
direction of the corresponding mode that lies above it. B denotes
a backward traveling wave, defined as a mode with a positive
phase shift from one sector to the next, and F denotes a forward
traveling wave, defined as a mode with a negative phase shift
from one sector to the next. Note that the modes are numbered
from 0 to N21.

Substituting~17! into ~16! results in an expression for the ele-
ments of the sector mistuning matrix in terms of the 0th sector
modes

Âmn
~s!5eis~n2m!2p/Nfm

°~0!H
~DK ~s!2vavg

2 DM ~s!!fn
°~0! (19)

Because the tuned modes used as a basis are an isolated family of
modes that have most of their strain energy in the blades, the
sector modes of all nodal diameters look nearly identical and can
be approximated by their corresponding blade-alone mode as in-
dicated schematically in Fig. 1. Applying the blade mode approxi-
mation for the sector modes in~19!, Âmn

(s) can be written as

Âmn
~s!5S vavg

2

N~vb
° !2D eis~n2m!2p/N@b°H~DK ~s!2vavg

2 DM ~s!!b°#

(20)

whereb° is the corresponding tuned blade-alone mode, normal-
ized with respect to the blade mass matrix, andvb

° is its natural
frequency. The factor

vavg
2 /~N~vb

° !2!

scales the blade mode terms so that they have approximately the
same strain energy as the sector modes they replace.

Introduction of Blade Frequency Deviation.Finally, the
bracketed terms of~20! may be related to the frequency deviations
of the individual blades. Consider a mistuned blade that is
clamped at its base. The free-response equation of motion is

@~K° ~s!1DK ~s!!2vb
2~M° ~s!1DM ~s!!#b50 (21)

where the mass and stiffness matrices are matrices of a single
blade-disk sector,b is the mistuned blade mode of interest, andvb
is its corresponding natural frequency. Since it was assumed that
this family of modes is isolated the frequencies of the blades are
not close together. As a result, it can be shown that the mode
shapes remain essentially unchanged by the perturbation in the
mass and stiffness matrices@12#; i.e.,

b5b° (22)

Substituting~22! into ~21! and pre-multiplying byb°H yields,

b°H~DK ~s!2vb
2DM ~s!!b°5vb

22vb
°2 (23)

where vb
° is the tuned blade frequency. By factoring the right-

hand side of~23! into (vb1vb
° )(vb2vb

° ), the expression can be
approximated by,

vb
22vb

°2'2vb
2Dvb (24)

in which Dvb is the fractional change in the blade frequency,
given byDvb5(vb2vb

° )/vb
° . Since the sector mode’s strain en-

ergy is primarily in the blades,vb'vavg. By making this substi-
tution on the left side of~23! and substituting~24! on the right
side, the expression reduces to a simplified approximation for the
bracketed terms of~20!.

b°H~DK ~s!2vavg
2 DM ~s!!b°'2vb

2Dvb (25)

Substituting~25! into ~20! results in an expression that relates the
elements of the sectors mistuning matrix to the frequency devia-
tion of thesth blade

Âmn
~s!5

2vavg
2

N
eis~n2m!2p/NDvb

~s! (26)

where the superscript onDvb is introduced to indicate that the
frequency deviation corresponds to thesth sector. These sector
contributions may be summed to obtain the elements of the mis-
tuning matrix

Ânm5
2vavg

2

N (
s50

N21

eis~n2m!2p/NDvb
~s! (27)

2.3 The Simplified Form of the Fundamental Mistuning
Model. FMM solves the eigenvalue problem~10! to calculate
the system’s mistuned mode shapes and frequencies. The matrix
of this eigenvalue problem contains two terms: a diagonal matrix
consisting of the tuned system eigenvalues, and the mistuning
matrix, Â. In Section 2.2, the elements ofÂ were expressed in
terms of the frequency deviation of the individual blades. In this
section we will further simplify these expressions.

Consider the exponential term in~27!. Due to periodicity and
aliasing effects, it takes on onlyN distinct values. It can be written
in terms of the dummy index,p

eis~n2m!2p/N5eisp2p/N (28)

where

p5H ~n2m! n>m

~n2m!1N n,m

Fig. 1 Near equivalence of sector mode and blade mode
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Note thatp ranges from 0 toN21. Substituting~28! into ~27!
produces

Ânm52vavg
2 F 1

N (
s50

N21

eisp2p/NDvb
~s!G (29)

Observe that the bracketed term of~29! is a form of the discrete
Fourier transform~DFT!. In this case, it is thepth DFT of the
blade frequency deviationsDvb

(s) , which we will denote asv̄p ;
i.e.,

v̄p5F 1

N (
s50

N21

eisp2p/NDvb
~s!G (30)

By substituting~30! into ~29!, Â may be expressed in the simpli-
fied matrix form

Â52vavg
2 V̄ (31)

where

V̄5F v̄0 v̄1 ¯ v̄N21

v̄N21 v̄0 ¯ v̄N22

] ] ]

v̄1 v̄2 ¯ v̄0

G (32)

V̄ is a matrix containing the discrete Fourier transforms of the
blade frequency deviations. Note thatV̄ has a circulant form, in
which each column is equal to the previous column rotated down
a row. Therefore, it has onlyN distinct values.

Substituting~31! into ~10! produces the most basic form of the
eigenvalue problem that may be solved to determine the modes
and natural frequencies of the mistuned system.

~L°12vavg
2 V̄!bj5v j

2bj (33)

Equations~32! and ~33! represent the functional form of the
fundamental mistuning model.L° is a diagonal matrix of the
nominal system eigenvalues, ordered in accordance with~18!. The
eigenvalues are equal to the squares of the natural frequencies of
the tuned system. This matrix contains all the nominal system
information required to calculate the mistuned modes. Note that
the geometry of the system does not directly enter into this ex-
pression. The term representing mistuning in~33!, 2vavg

2 V̄, is a
simple circulant matrix that contains the discrete Fourier trans-
forms of the blade frequency deviations, pre-multiplied by a scal-
ing coefficient. The scaling coefficient is 2vavg

2 wherevavg is the
average value of the tuned system frequencies.

The eigenvalues of~33! are the squares of the mistuned fre-
quencies, and the eigenvectors define the mistuned mode shapes
through~3!. In fact, because the tuned modes have been limited to
a single family and appear inF° in a certain order, we can ap-
proximately calculate the distortion in the mistuned mode shapes
without knowing anything specific aboutF°. The reason for this
is the assumption that all of the tuned system modes on the zeroth
sector look nearly the same; i.e.,fm

°(0)'fn
°(0) . Then~2! and~17!

imply that if the jth mistuned mode is given bybj

5@b j 0 ,b j 1 . . . b j ,N21#T then the physical displacements of the
sth blade in this mode are proportional to

xjs5 (
m50

N21

b jmeism2p/N (34)

3 Numerical Results
We wrote a computer program to implement the theory pre-

sented in the last section. The program also incorporates a simple
modal summation algorithm to calculate the bladed disk’s forced
response. The modal summation assumes constant modal damp-
ing. The basic modal summation algorithm was chosen to bench-

mark the forced response because a similar algorithm may be used
as an option in the commercial finite element code ANSYS that
we were using as a benchmark. Clearly, FMM can be used with
more sophisticated methods for calculating the forced response,
such as the state-space approach used in SNM@11#.

This section presents two benchmark tests of the fundamental
mistuning model code. The first case examines the model’s ability
to handle general mistuning in which the blades are simulta-
neously subjected to geometric, density, and modulus variations.
This is an interesting test case since the theory indicates that the
dynamic response depends only on the blades’ frequency devia-
tion and not on the physical cause of the mistuning. The first test
is performed using a simplified blade geometry that is readily
represented with a relatively small number of degrees of freedom.

The second case investigates FMM’s effectiveness in represent-
ing a more realistic blade geometry. In addition, the geometry is
also studied by using a mass spring representation to gauge the
relative accuracy of the two methods. This is a natural comparison
since a mass-spring representation is the only widely used mod-
eling approach that has a similar level of simplicity as FMM. We
will compare results from FMM and the mass-spring model with a
finite element benchmark.

3.1 General Mistuning Benchmark. Consider the bladed
disk model shown in Fig. 2. The system was designed with long
beamlike blades in order to provide a simple test case in which the
natural frequencies of the first bending family of modes are iso-
lated. Figure 3 shows the system natural frequencies and identifies
the isolated family. Thus, the first bending family satisfies the
assumptions of the fundamental mistuning model, and is a good
candidate for a benchmark test. The bladed disk was constructed
from a course grid of plate elements to keep the total number of
degrees of freedom in the model low. This allowed a benchmark
finite element analysis of the entire rotor to be performed with
minimal difficulty.

The bladed disk was mistuned by independently varying each
blade’s length, density, and Young’s modulus. These variations
were applied randomly, with 0.2, 0.8, and 0.8% standard devia-
tions in length, density and modulus, respectively. These standard
deviations were chosen so that each type of perturbation would
have a comparable effect on the blade frequency deviations.

The dynamic response of the mistuned bladed disk was then
calculated by two different methods: a full finite element analysis
using the commercially available ANSYS finite element code, and

Fig. 2 Finite element model of bladed disk system
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FMM. The ANSYS calculations serve as a benchmark to assess
the accuracy of the FMM method. The input data for the FMM
analysis, the tuned system frequencies and the deviations of the
individual blade frequencies from their tuned value, were also
calculated by using ANSYS. In practice, the frequency deviations
of the individual blades could be measured in bench tests. The
discrete Fourier transform of the deviations in blade frequency
was calculated to form the fundamental mistuning model of this
system, the eigenvalue problem of~33!. The eigenvalue problem
was solved using a standard numerical algorithm, and then
the eigenvectors were converted to physical mode shapes
through~34!.

The FMM performed well in this test. The reduced order mod-
el’s prediction of the mistuned frequencies is shown in Fig. 4~a!,
along with the benchmark results. Observe that the model gave an
accurate estimate of the mistuned frequencies: the maximum error
in the reduced order model’s frequency prediction was less than
0.05 percent. In addition, FMM also accurately calculated the mis-
tuned mode shapes. By mode shape we mean the displacement of
the tip of each blade when plotted as a function of the blade
number, i.e. its circumferential location on the disk. For example,
a representative mode is depicted in Fig. 4~b!.

The bladed disk was then subjected to various engine order
excitations. In each case, it was assumed that all modes had a
damping ratio of 0.5%. The generalized force in each mistuned
mode was calculated and the modes summed to determine the
amplitude of each blade as a function of the excitation frequency.
The results were normalized by dividing by the amplitude of the
tuned system at resonance. Thus, an amplitude greater than one
indicates that a blade’s response is higher than that of the tuned
system at resonance. The same type of calculation was also per-
formed by using a harmonic excitation option in ANSYS. Figure 5
shows a representative result from these calculations. For clarity,
we plotted the response of only the high responding blade, the
median responding blade, and the low responding blade. The
forced response calculated from the fundamental model matched
the ANSYS results quite well: at the peak response frequency, the
FMM prediction of the highest blade’s response differed from that
predicted by ANSYS by only 2%. Thus, in this example, the blade
frequency deviations used by FMM provide a reasonably accu-
rate, simple method of characterizing a bladed disk that had geo-
metric, density, and modulus mistuning.

3.2 Realistic Geometry Benchmark. In the previous ex-
ample, it was shown that FMM could accurately calculate a
bladed disk’s mistuned response based only on blade frequency
deviations, without regard for the physical cause of the mistuning.
However, a beamlike blade model was used in order to minimize
the computational cost. Therefore, it is useful to consider an ad-
ditional test case that shows that FMM can accurately analyze a
more realistic geometry.

Consider the 3-D finite element model of the HPT blade-disk
sector shown in Fig. 6. There are 24 sectors in the full system.
This model was developed by approximating the features of an
actual turbine blade and provides a reasonable test of FMM’s
ability to represent a realistic blade geometry. This system has an

Fig. 3 Tuned system frequencies

Fig. 4 Representative results of generally mistuned bladed
disk— „a… mistuned frequency; „b… mode shape of 17th mode

Fig. 5 Blade amplitude as a function of excitation frequency
for a 3rd engine order excitation
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isolated first bending family of modes with closely spaced fre-
quencies, as shown in Fig. 7. Consequently, we should be able to
represent its response with FMM.

As a benchmark, we performed a finite element analysis of the
full-mistuned rotor using ANSYS. The bladed disk was mistuned
by randomly varying the elastic moduli of the blades with a stan-
dard deviation that was equal to 1.5% of the tuned system’s elastic
modulus.

We then constructed an equivalent mass-spring model with one
degree-of-freedom per sector@6#. Each mass was set to unity and
the stiffness parameters were obtained through a least squares fit
of the tuned natural frequencies. Figure 8 shows the tuned fre-
quencies of the system along with the frequencies of the best-fit
mass-spring model. Note that while the mass-spring model was
able to capture the higher nodal diameter frequencies fairly well,
it had great difficulty with the low nodal diameter frequencies.
This discrepancy arises because the natural frequencies of the
single degree-of-freedom mass-spring system have the form

vn5A@k14kc sin2~np/N!#/m (35)

wherem is the blade mass,k and kc are the base stiffness and
coupling stiffness,n is the nodal diameter of the mode, andN is
the number of blades. However, the actual frequencies of the finite
element model have a significantly different shape when plotted as
a function of nodal diameters. In contrast, FMM takes the actual
finite element frequencies as input parameters, and therefore is
guaranteed to match the tuned system’s frequencies exactly.

The mass-spring model was then mistuned by adjusting the
base stiffness of the blades to correspond to the modulus changes
used in the finite element model. The mistuned modes and forced
response were then calculated with both FMM and the mass-
spring model, and compared with the finite element results.

The mistuned frequencies predicted by FMM and ANSYS are
quite similar, Fig. 9~a!. However the mass-spring model had some
significant discrepancies, especially in the low frequency modes.
FMM and ANSYS also predict essentially the same mistuned
mode shapes, e.g., see Fig. 9~b!. In contrast, the mass-spring
model did a poor job of matching the finite element mode shapes,
even on modes whose frequencies were accurately predicted. For
example, the mode plotted in Fig. 9~b! corresponded to the 18th
frequency, as highlighted in Fig. 9~a!. Note that the mass-spring

model accurately predicted this frequency. However, it is clear
from Fig. 9~b! that the mass-spring model still did a poor job of
matching the finite element mode shapes.

The predicted modes were then summed to obtain the system’s
forced response to various engine order excitations. Figure 10~a!
shows the amplitudes predicted by the mass-spring model and
ANSYS for a representative case. For clarity, only the high re-
sponding, median responding, and low responding blades are plot-
ted. Observe that the mass-spring model provided a poor predic-
tion of the system’s forced response. However, the results from
FMM agreed well with those computed by ANSYS, as shown in
Fig. 10~b!. The prediction by FMM of the highest blade response
differed from that predicted by ANSYS by only 1.6%. Thus,
FMM can provide accurate predictions of the mode shapes and
forced response of a turbine blade with a realistic geometry.

4 Limitations
The fundamental mistuning model was derived from the subset

of nominal modes theory by applying three simplifying assump-
tions: only a single, isolated family of modes is excited, the strain
energy of that family’s modes is primarily in the blades, and the
family’s frequencies are closely spaced. In addition, one corollary
of these assumptions is that the blade’s motion looks very similar
among all modes in the family. As demonstrated in the previous
section, FMM works quite well when these assumptions are met.

Fig. 6 Finite element model of bladed disk sector

Fig. 7 Tuned system frequencies of the first four families of
modes

Fig. 8 Tuned system frequencies of the fundamental family of
modes
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However, these ideal conditions are usually only found in the
fundamental modes of a rotor. The higher frequency families are
often clustered close together, have a significant amount of strain
energy in the disk, and span a large frequency range. Furthermore,
veerings are quite common, causing a family’s modes to change
significantly from one nodal diameter to the next. Therefore, in
this section we explore the limitations of FMM to identify when
the method works effectively in high frequency regions and when
it fails.

To examine the limitations of FMM, we used the realistic HPT
model studied in the previous section, see Fig. 6. Note that since
we are interested in studying FMM’s limitations, we did not take
any great care in assigning modes to families. Therefore, some
crossings shown in Fig. 7 may in fact be veerings. However, since
such errors are easily made in practice, it is useful to include them
in the limitation study. For reference, four mode families are num-
bered along the right side of Fig. 7.

Notice that except for the fundamental modes, the families un-
dergo a significant frequency increase between 0 and 6 nodal di-
ameters. The steep slopes in this region suggest that the modes
have a large amount of strain energy in the disk. Furthermore, the
high modal density in this area makes it likely that some modes
were assigned to the wrong family. Therefore, the modes of a
single family will likely change significantly from one nodal di-
ameter to the next. Figure 11 illustrates this behavior for the third
mode family. Figure 11 shows how the circumferential~u! and
out-of-plane~z! motion of the blade tip’s leading edge changes

from the 0 nodal diameter mode to the 12 nodal diameter mode.
Observe that theu and z components of the mode shape change
significantly between 0 and 6 nodal diameters. Therefore, the as-
sumptions of FMM are violated throughout these low nodal diam-
eter regions. Thus, we would not expect FMM to accurately pre-
dict the mistuned frequencies or shapes of these modes. As a
result, FMM would not provide accurate forced response predic-
tions when these modes are heavily excited.

To illustrate this limitation of the model, we used FMM to
predict the forced response of families 2, 3, and 4 to a 2nd engine-
order excitation. Since that engine order would primarily excite
the low nodal diameter modes of each family, and those modes
violate the assumptions of FMM, we do not expect the model to
perform well in this instance. The FMM predictions were com-
pared with finite element results calculated in ANSYS. Figures
12~a!, ~b! and ~c! show the response of the 2nd, 3rd, and 4th
families, respectively. For clarity, each plot shows only the low
responding blade, the median responding blade, and the high re-
sponding blade. Observe that as expected, the FMM results differ
significantly from the ANSYS response in both peak amplitudes
and overall shape of the response. Thus, when a mode lies in a
region where there is uncertainty as to what family a mode be-
longs, veering, or high slopes on the frequency versus nodal di-
ameter plot, FMM cannot accurately predict its mistuned fre-
quency or mode shape. Therefore, FMM does not work effectively
for engine orders that excite modes in these regions.

Fig. 9 Representative results of realistic mistuned bladed
disk— „a… mistuned frequency; „b… mode shape of 18th mode Fig. 10 Blade amplitude as a function of excitation frequency

for a 7th engine order excitation— „a… mass-spring response;
„b… FMM response
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However, there are regions in high frequency modes where
FMM works quite well. Over the higher nodal diameter regions
the slopes in the frequency versus nodal diameter plot~Fig. 7! are
very small, indicating that the modes have most of their strain
energy in the blades. Furthermore, the flat regions are well iso-
lated from other families of modes. Therefore, the blade’s motion
is very similar from one nodal diameter to the next. This can be
seen in Fig. 11, which indicates that theu andz components of the
blade tip motion remain fairly constant over the higher nodal di-
ameter regions. Thus, the FMM assumptions are satisfied for these
high nodal diameter modes, and it is possible that FMM might
capture the physical behavior of these modes better than it did for
low engine orders.

To explore this possibility, we used FMM to predict the forced
response of families 2, 3, and 4 to a 7th engine order excitation.
The FMM results are compared against a finite element bench-
mark performed in ANSYS. Figures 13~a!, ~b!, and~c! show the
responses of families 2, 3, and 4, respectively. For clarity, each
plot shows only the low responding blade, the median responding
blade, and the high responding blade. Observe that in all three
cases, the FMM predictions captured the overall shape of the re-
sponse curves as well as the peak amplitudes to within 6 percent.
Therefore, for this test case we find that when a mode lies in a flat
region at the upper end of a frequency versus nodal diameter plot,
its response can be reasonably well predicted by FMM.

5 Conclusions
A new reduced order model of mistuned bladed disks was de-

veloped. It is applicable when we have an isolated family of
modes in which the strain energy is primarily in the blades. This
approach is called a fundamental mistuning model~FMM! be-
cause it reduces the mistuning problem to its most fundamental
elements and provides physical insights into the mistuning prob-
lem. Specifically, it shows that the tuned system frequencies and
blade-alone frequency deviations are the only parameters that de-
termine the modes and natural frequencies of the system when it
is mistuned. Neither the physical geometry of the system nor the
physical causes of the blade frequency deviations are important.
The only additional information needed to compute the effect of
mistuning on the forced response is the modal damping ratio and
the engine order of the excitation.

This result makes the fundamental mistuning model extremely
simple to use. The only data that must be obtained from a finite
element analysis are the natural frequencies of the tuned system
modes. Unlike other reduced order models, FMM does not require
the transfer of any cumbersome finite element data such as mode
shapes or stiffness matrices. Thus, the fundamental mistuning

model maintains the simplicity and low computational cost of a
mass spring model while capturing all the important aspects of the
physical system.

Because of its simplicity, FMM provides us with an approach
for making bladed disks less sensitive to mistuning—at least in
isolated families of modes. Two of the input parameters to FMM
can be estimated from past experience, i.e., the scatter in the blade
frequencies and the amount of damping in the system. Once the
engine order of the excitation is known, then from FMM the only
parameters that affect the mistuned response are the frequencies of

Fig. 11 Leading-edge tip displacements for the third family of
modes

Fig. 12 Blade amplitude as a function of excitation frequency
for a 2nd engine order excitation— „a… family 2, „b… family 3, „c…
family 4
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the tuned system modes. Consequently, the sensitivity of the sys-
tem to mistuning can be changed only to the extent that physical
changes in the bladed disk geometry affect these frequencies. For
example, if the disk were designed to be more flexible, then the
frequencies of the tuned system would be spread over a broader
range, and this might reduce the system’s sensitivity to mistuning.

The fundamental mistuning model provides a simple, but accu-
rate method for assessing the effect of mistuning on forced re-
sponse when we have an isolated family of modes. However, we
still need the more complex reduced order models to analyze mis-
tuned response in regions of frequency veering, high modal den-
sity and cases of disk-dominated modes. Nonetheless, the simplic-
ity of the Fundamental Mistuning Model makes it a powerful tool
for evaluating preliminary designs and provides new insights into
the basic physics of the mistuning problem.
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Optimum Strain Gage Application
to Bladed Assemblies
Optimum placements of the strain gages assure reliable vibration measurements of struc-
tural components such as rotating blades. Within the framework of cyclic vibration theory,
a novel approach has been developed for computation of the optimum gage positions on
tuned bladed disks regarding the determined sensitivity, orthogonality, gradient and dis-
tance criteria. The utilized genetic algorithm optimization tool allows for an effective
numerical search of suitable solutions of the defined optimization function. A rotating
impeller disk represented by a cyclic finite element model demonstrates the application of
this method. The present technique can be easily applied to other structural components
requiring optimal strain gage instrumentation.@DOI: 10.1115/1.1506957#

Introduction
A major goal in the development process of rotating turboma-

chinery turbine blades is to prevent them from high cyclic fatigue
~HCF! failure. Within an HCF design and analysis system, the
maximal dynamic blade stresses are usually obtained from the
correlation between the numerical modal~free vibration! results
and dynamic strain measurements. These vibratory strains are
transferred from the gages either by slip rings or telemetry during
engine tests with the blade prototype. Vibrations of the blade can
be characterized with an adequate number of strain gages placed
on the airfoil contour. In most papers given in literature, gage
locations and orientations are determined by using the numerical
mode shapes~e.g., Kielb and Abhari@1#! or from experimental
stress analysis~e.g., Purcell@2#!. The strain gage is then instru-
mented close to the peak stress location for the mode of interest.
This qualitative technique may lead into data inaccuracy because
of ambiguous mode identification occurring frequently for
shrouded disks, blades assembled on flexible disks, or high engine
orders. A limited number of papers about the optimum strain gage
instrumentation can be found in literature~e.g., Studer@3#, Nichol
@4#, Sensmeier and Nichol@5–7#!. Nichol’s and Sensmeier’s work
delivers a very systematic investigation and application of the
strain gage optimization. Also, Nichol and Sensmeier give a
through review of the available literature. Nearly all available
literature deals with strain gage instrumentation for a single blade.
Griffin’s @8# approach, being an exception, could be extended for
the gage optimization for an entire bladed disk represented by a
lumped model of the mistuned springs and masses.

In recent years, a considerable attention has been paid to the
issue of the reduction of component and engine development cost.
A considerable reduction of these costs could be achieved through
a decrease of the number of tests that would be required to verify
the design. This reduction in the amount of tests could be accom-
plished through the optimization of the used strain gages charac-
terizing the blade and disk vibrations and minimizing experimen-
tal uncertainty. In this paper, a numerical method for the
determination of the optimum gage placement is presented for
both a single blade and tuned disk assembly. In this approach, four
criteria are applied to find the optimum which are 1! mode gage
orthogonality, 2! strain gage sensitivity, 3! low strain gradient, and
4! distance principle among gages. These four criteria assure the
determination of an arbitrary number of sensors placed optimally
on the structure of interest. To fulfill these strain gage criteria, an
objective function is introduced, which is then optimized through
a genetic algorithm. To illustrate the developed procedure, a radial
compressor disk is modeled for the optimum instrumentation. The

dynamic behavior of a tuned impeller is obtained from the finite
element computation of the cyclic sector of the entire disk. A
presented example of eight strain gages placed optimally on the
curved pressure side of the impeller blade illustrates the approach
used for the operation of the developed numerical tool. Finally,
the optimization results for two strain gages on both the single
rigidly clamped airfoil and the entire impeller model are com-
pared to each other. The results of this comparison clearly dem-
onstrate the need for the inclusion the full blade disk assembly in
optimum strain gage placements.

The Cyclic Finite Element Formulation
External excitations acting on the rotating blades induce two

traveling waves propagating circumferentially in opposite direc-
tions within the bladed disk. The superposition of these waves
generates a harmonic disk vibration defined by its natural period,
which depends on the system mass and stiffness. In reality the
bladed disk is a system ofN blades, whose geometry slightly
differs from each other due to manufacturing tolerances, resulting
in the mistuning effect. In the design process, the blade mistuning
is not a deterministic quantity. In practice, the tuned system of the
coupled blades is usually taken into account for the numerical
assessment of the static and dynamic behavior of the blade under
design.

The tuned bladed disk vibration is represented efficiently using
a single blade with complex boundary conditions~Thomas@9#!.
For the shrouded or snubbered blades, the frictional and cyclic
boundary conditions should be separated from each other for com-
puting reliable disc eigenfrequencies, which significantly depend
on the real contact between the shrouds~Szwedowicz@10#!. Ne-
glecting dissipation effects, eigenfrequenciesf n, j5vn, j /2p
~wherevn, j denotes circular frequency! of the disk assembly are
calculated from

~K~V,n!2vn, j
2 M ~n!!z~, !50 (1)

where the blade complex massM and stiffnessK matrices depend
on nodal diameter numbern50,1,...,N/2 for even N or (N
21)/2 if N is an odd number. Additionally, regarding the rota-
tional speedV of the turbine, the stiffening effect is included in
the stiffness matrixK.

For each modej with nodal diametern ~besidesn50 andn
5N/2), two identical eigenfrequencies are computed from Eq.~1!
which correspond to two possible model shapesz, of the cyclic
sector,. As it is illustrated in Fig. 1, the harmonic deformation of
the successive cyclic sector,11 of the disc is determined from

z~,11!5z~, !ei2pn/N, i 5A21 (2)

In this paper, the rotating impeller containingN59 cyclic sec-
tors ~see Fig. 1~a!! is considered. The cyclic finite element~FE!
model representing this impeller is shown in Fig. 1~b!. The eigen-
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frequencies and mode shapes of the rotating impeller are
computed with the general purpose ABAQUS FE computer sys-
tem @11#.

A complex blade geometry can be represented easily with a
parabolic FE mesh. However, the governing equations of the
problem are solved in a piecewise approximation manner. The FE
results are given mainly on nodes representing deformations of
the structure. In this paper, the numerical accuracy of the FE re-
sults is not discussed as this issue can be dealt with the accessible
known refinement techniques~e.g., Zeng@12#!. When taking into
consideration the reliable mesh refinement in the region of the
strain gage instrumentation, their optimal placements are then
searched among the nodes on the blade contour.

Gage Dynamic Strain on Blade Contour
Nodal strain and stress tensors, obtained from the FE calcula-

tion, are expressed in the spatial Cartesian FE reference system.
By free vibration analysis, the external force does not act on the
structure. Thus, the normal relative dynamic stress should be
equal to zero in the normal directionz8 ~see Fig. 2! to the local
airfoil contour around the particular node. In the FE practice, this
stress is close to zero because of an applied finite size of elements
on the airfoil contour. Since this element size approaches infinite
small dimensions~e.g., using a dynamic substructuring FE tech-
nique!, then the local normal stress will be equal to zero. In prac-

tical applications, the normal dynamic stresses on the airfoil con-
tour are much smaller than the tangential ones. Finally, the nodal
stress state on the airfoil contour is reduced to two-dimensional
case as it is expressed by

S85TTST5F sx8x8 tx8y8 0

sy8y8 0

sym. 0
G (3)

whereT is the nodal transformation matrix form the global Car-
tesian XYZ ~Fig. 1~a!! into the local nodalx8y8z8 reference sys-
tem and matrixS is the nodal stress tensor in the XYZ system,
wherebysx8x8 , sy8y8 and tx8y8 are normal and shear stresses,
respectively in the localx8y8z8 reference system on the airfoil
contour. The nodal transformation matrixT is expressed by

T5@ex8 ,ey8 ,ez8# (4)

where ex8 , ey8 and ez8 are the units vectors of the local nodal
reference systemx8y8z8. Regarding the fine rectangular parabolic
FE mesh on the airfoil contour, the tangentialy1 andy2 vectors of
the nodal local system can be obtained from distances of corner
node~h, j! in relation to mid-node nodes~h,j21! and~h11,j!, as
it is illustrated in Fig. 2. Unit vectorez8 normal to the airfoil
contour is then determined from

ez85@ez81 ,ez82 ,ez83#T5
y13y2

iy13y2i
(5)

whereez81 , ez82 andez83 are computed components of unit vector
ez8 . Considering the normal vector system, the other unit vectors
of the nodal local systemx8y8z8 are calculated by

ey85@ez81 ,2ez82,0#T (6)

and

ex85ey83ez8 (7)

For an isotropic linear elastic material with no preferred direc-
tions, Hook’s law gives strains on the airfoil contour as

H «x8x8
«y8y8
«x8y8

J 5
1

E F 1 2n 0

1 0

sym. E/G
G H sx8x8

sy8y8
tx8y8

J (8)

whereE, G, andn are elastic modulus, shear modulus and Pois-
son’s ratio, respectively. For nodal diameternP(0,(N21)/2&, the
real and imaginary parts of each strain component are obtained
from the cyclic FE computation and the nodal complex dynamic
strain components are expressed by

«x8x8
c

~h,j,n, j ![«x8x8
re

~h,j,n, j !1 i«x8x8
im

~h,j,n, j !

«y8y8
c

~h,j,n, j ![«y8y8
re

~h,j,n, j !1 i«y8y8
im

~h,j,n, j ! (9)

«x8y8
c

~h,j,n, j ![«x8y8
re

~h,j,n, j !1 i«x8y8
im

~h,j,n, j !

Arguments of these complex strain components in Eq.~9! are
determined as

ax8x8~h,j,n, j ![arctanS «x8x8
im

«x8x8
re D

ay8y8~h,j,n, j ![arctanS «y8y8
im

«y8y8
re D (10)

ax8y8~h,j,n, j ![arctanS «x8y8
im

«x8y8
re D

For the eigenfrequencyf n, j obtained from Eq.~1!, the behavior
of the complex dynamic strain components in the time domain are

Fig. 1 The rotational periodic structure of NÄ9 cyclic sectors
„a… and its cyclic finite element representation „b…, where n is a
nodal diameter number and l indicates a number of a cyclic
sector

Fig. 2 FE mesh on the airfoil contour with the indicated nodal
local reference system x 8y 8z8, where the bigger and smaller
circles denote the corner and mid-nodes, respectively
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illustrated in Fig. 3. Substituting the complex by trigonometric
notation, the nodal dynamic strain components are then rewritten
in the time domain by

«x8x8~h,j,n, j ,t !5R$~«x8x8
re

1 i«x8x8
im

!exp~ i2p f n, j t !%

5u«x8x8
c ucos~2p f n, j t1ax8x8!

«y8y8~h,j,n, j ,t !5R$~«y8y8
re

1 i«y8y8
im

!exp~ i2p f n, j t !%

5u«y8y8
c ucos~2p f n, j t1ay8y8! (11)

«x8y8~h,j,n, j ,t !5R$~«x8y8
re

1 i«x8y8
im

!exp~ i2p f n, j t !%

5u«x8y8
c ucos~2p f n, j t1ax8y8!

wheret indicates time.
Regarding an optimal orientation of the strain gage on the air-

foil contour, the dynamic strain components«x8x8
c , «y8y8

c and«x8y8
c

have to be recalculated along an arbitrary direction within the
nodal local reference systemx8y8z8. Applying a rule of Mohr’s
circle ~Timoshenko and Goodier@13#!, the complex dynamic
strain«m

c along directionm corresponding to the axis of the strain
gage is determined from

«m~h,j,w,n, j ,t !5u«x8x8
c ucos~2p f n, j t1ax8x8!cos2~w!

1u«y8y8
c ucos~2p f n, j t1ay8y8!sin2~w!

1u«x8y8
c ucos~2p f n, j t1ax8y8!sin~w!cos~w!

(12)

wherew defines the measurement axism in the nodal local refer-
ence systemx8y8z8 as it is shown in Fig. 4.

For each anglew, the dynamic strain«m in direction m is the
superposition of three harmonic vibrations of the same eigen-
frequency f n, j and various amplitudes and phase delays~see

Eq. ~12!!. Thus, the vibration of this strain«m is described by
the same eigenfrequenciesf n, j and its maximal amplitude is ob-
tained from

]«m~h,j,w,n, j ,t !

]t
[0 (13)

by determinatingtmax when the maximal amplitude of strain«m
occurs in the time domain as

tmax52
1

vn, j
arctan

axx sinax8x81ayy sinay8y81axy sinax8y8
axx cosax8x81ayy cosay8y81axy cosax8y8

(14)
where

axx52u«x8x8ucos2 w, ayy52u«y8y8usin2 w,
(15)

axy52u«x8y8usinw cosw

For disk mode~n, j!, the maximal dynamic resulting strain
«x2max of the analyzed node~h, j! can be calculated with Eq.~12!
by substitutingtmax and the best orientationwmax obtained from
the partial differential as

]«m~h,j,w,n, j ,t !

]w U
t5tmax

[0⇒wmax (16)

For all considered disk modes, the maximal resulting dynamic
strain«max in gage on the airfoil contour is determined from

«max~n, j !>«x2max~h,j,n, j ! ;h,j (17)

Criteria for Optimal Positions of Strain Gages
Strain gage positions and orientations on the airfoil contour

should assure the identification of all disc modes of interest during
the measurement. This may be problematic for bladed disk assem-
blies whose mode shapes and eigenfrequencies are similar to each
other for different nodal diameter vibrations. Therefore, some cri-
teria are required in the identification process of the disc modes.
Following Sensmeier’s and Nichol’s@5–7# as well as Studer’s@3#
work for rigidly clamped blades, four criteria, such as: gage or-
thogonality, sensitivity, strain gradient and distance, are used and
extended to the bladed discs in this paper.

Criteria of the Gage Orthogonality. For a cyclic symmetri-
cal structure like a tuned bladed assembly, their mode shapes are
orthogonal relative to each other. In experiments, vibrations of the
rotating disk can be measured only with a few strain gages. In the
case ofL number of the strain gages applied on the bladed disk,
reduced vibration vectors of the disk assembly are then obtained
for all measured mode shapes. The measured mode shapes can be
identified by calculating the reduced MAC~modal assurance cri-
teria! from

u~n,i !,~k,h!5
fn, j* T

•fk,h

ifn, j i•ifk,hi
(18)

wherenÞk50,1, . . . ,N/2 or (N21)/2, j Þh51,2, . . .J ~where
J indicates the required number of the measured disk family vi-
brations! andfn, j* T is the conjugate transformed reduced vibration
vector given by

fn, j55
«m~h1 ,j1 ,w1 ,n, j ,tmax 1!

«m~h2 ,j2 ,w2 ,n, j ,tmax 2!

]

«m~hL ,jL ,wL ,n, j ,tmaxL!
6 (19)

Since for allL strain gages the determinedu (n, j ),(k,h) scalars are
minimal and close to zero for all considered mode shapes~n, j!

Fig. 3 Illustration of nodal complex dynamic strain compo-
nents of the cyclic FE system in the complex domain

Fig. 4 Orientation of the ‘measurement’ axis of the strain gage
in the nodal local reference system x 8y 8z8
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and ~k, h!, the orthogonality criteria is fulfilled. Then, the mea-
sured mode shapes can be identified for the applied configuration
of L strain gages.

Criteria of the Gage Sensitivity. In the best case, the strain
gage is applied close to the peak stress location for the blade
mode shape of interest. Due to nodal diameter numbern
50,1,2, . . . ,N/2, disk mode numberJ of interest is usually higher
than numberL of the applied strain gages. On the other hand,
dynamic peak stresses can often be found in regions of high tem-
perature or on disk parts with nonregular contour geometry, im-
possible for the gage instrumentation. Therefore, strain gages have
to be applied in airfoil region of dynamic strains, where magni-
tudes are high enough in relation to the strain peak of the analyzed
mode shape. This relation is called the gage sensitivity and it is
obtained from

«L,max5maxF«m~h1 ,j1 ,w1 ,n, j ,tmax 1!

«max~n, j !
, . . . ,

. . . ,
«m~hL ,jL ,wL ,n, j ,tmaxL!

«max~n, j ! G (20)

where«max(n,j) is strain peak of disk mode~n, j! obtained from
the free vibration FE computation. Concerning a probable damage
of any strain gage, the lower gage sensitivity is also determined
from

«L,min5minF«m~h1 ,j1 ,w1 ,n, j ,tmax 1!

«max~n, j !
, . . . ,

. . . ,
«m~hL ,jL ,wL ,n, j ,tmaxL!

«max~n, j ! G (21)

Since both upper«L,max and lower «L,min sensitivity factors
approach 1, the criteria of the gage sensitivity is fulfilled.

Criteria of the Strain Gradient 1. The length of the applied
strain gages are generally between 3 and 5 mm, as it is shown in
Fig. 5~a!. The strain gage measures averaging strain«(r z) deter-
minated from

«avg5
1

ur 22r 1u Er 1

r 2

«~r !dr (22)

between positionr 1 and r 2 ~Fig. 5~b!! along instrumentation
directionm shown in Fig. 4, where pointr z corresponds to node
~h, j!. To avoid unexpected measurement errors, sharp strain
gradients should not take place within the region of the gage
application. Assuming constant relative relations of the dynamic
strains among the nodes in the time domain, a gradient of the
dynamic strain distribution around node~h, j! is evaluated
from

c~h,j,n, j !5maxH U«m~h,j11,wj ,n, j !2«m~h,j21,wj ,n, j !

x~h,j11!2x~h,j21!
U,

U«m~h,j,wj ,n, j !2«m~h,j21,wj ,n, j !

x~h,j!2x~h,j21!
U,

U«m~h,j11,wj ,n, j !2«m~h,j,wj ,n, j !

x~h,j11!2x~h,j!
U,

U«m~h11,j,wh ,n, j !2«m~h21,j,wh ,n, j !

x~h11,j!2x~h21,j!
U,

U«m~h,j,wh ,n, j !2«m~h21,j,wh ,n, j !

x~h,j!2x~h21,j!
U,

U«m~h11,j,wh ,n, j !2«m~h,j,wh ,n, j !

x~h11,j!2x~h,j!
UJ (23)

where angleswj andwh determine in the local systemx8y8z8 of
node ~h, j! orientations of the nodal vectors between (h,j21)
and ~h,j! nodes as well as between (h21,j) and ~h, j! nodes,
respectively. The vector lengths among corner node~h, j! and
four mid-nodes (h21,j), (h11,j), (h,j21) and (h,j11),
shown in Fig. 4, are calculated from their coordinatesx ~see Eq.
~23!!. For all considered modes~n, j! of interest, the maximal
strain gradientcmax in the gage instrumentation region is obtained
from

cmax>c~h,j,n, j !;h,j,n, j (24)

Finally, for each mode~n, j! and contour node~h, j! the relative
strain gradientcmax

0 is determined from dividing of Eq.~23! by
scalarcmax given in Eq. ~24!. Since the relative strain gradient
approaches zero, the criteria of the gage gradient is fulfilled.

Criteria of the Strain Distance. Concerning different tech-
nical aspects of the strain gage application on the rotating disk
assemblies, a minimal distancedmin among adjacent strain gages
has to be kept~see Fig. 5~a!!. Therefore, an additional distance
criteria is taken into account as

ix~ha ,ja!2x~hb ,jb!i>dmin (25)

wherex(ha ,ja) andx(hb ,jb) are coordinates of strain gagesa
and b, respectively. The minimal distancedmin is established ac-
cording to the specific gage instrumentation process.

Since the numberN of the blades in the measured disc assem-
bly is higher than the numberL of the required strain gages, the
distance criteria can be neglected. Then, the strain gages can be
applied on different blades however, the blade mistuning aspect
must be then considered.

Strain Gage Optimization Function
Optimal positions ofL number of the strain gages on the

bladed disk can be searched according to the previously men-
tioned four criteria. The application of the straightforward search
rule for either minimal or maximal values of these criteria does

1In this paper the strain gage misalignment is not considered, because it is caused
by errors in the strain gage instrumentation. Thus, this problem is analyzed by post-
processing of the strain gage data obtained from the measurement.

Fig. 5 Example of the impeller instrumented with strain
gages „a… and illustration of the strain variation along the
gage „b…
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not assure the optimal solution for allL required strain gages.
Therefore, an optimization function based on the gage placement
criteria has to be determined.

Optimization Function for Single Strain Gage. Considering
the application of only one strain gage, the orthogonality and dis-
tance criteria can be omitted. An optimization functionF~h, j, w!
is then developed from the relative gage sensitivity«L51,max and
gradientcmax

0 factors ~see Eqs.~20! and ~24!! and it can be ex-
pressed as

F~h,j,w!5)
n50

N/2

)
j 51

J

u«m~h,j,w,n, j !ub«
•g«~n, j !

•d~ u«m~h,j,w,n, j !u2«min!•u12c~h,j,n, j !ubc

•gc~n, j !•d~cmax2uc~h,j,n, j !u! (26)

where the leap functiond is given by

d~a!5H 1 for a>0

0 for a,0
(27)

and the weight factors are

bmP~0,̀ &, gm~n, j !P~0,1&, m[ H «
c (28)

In terms of growing magnitudes ofb« and bc factors in Eq.
~26!, the sensitivity or gradient criteria may be amplified respec-
tively in the optimization process. In the same way, certain
disk modes become minor or principal in the analysis of the sen-
sitivity or gradient criteria, sinceg«(n, j ) or gc(n, j ) factors are
equal to 0 or 1, respectively. The termd(u«m(h,j,w,n, j )
u2«min) in Eq. ~26! allows elimination from the optimization pro-
cess these gage orientationsw along which the determined strains
«m are below the allowable minimal strain«min . In the same man-
ner, the termd(cmaxuc(h,j,n,ju) eliminates these nodes from the
optimization, whose nodal strain gradients are higher than the
allowable maximal onecmax. For different orientationswP
,0 deg, 180 deg! the optimization functionF is illustrated in Fig.
6 for a single node.

Optimization Function for L Number of Strain Gages.
Since L strain gages are required in the measurement, all four
gage criteria have to be taken into consideration by creating the
optimization functionCL . As it is presented in Fig. 6, the applied
logarithmic scale is more reasonable in searching any local maxi-
mums of the optimization functionC. In this approach, optimiza-
tion function for L number of strain gages is created directly in
the logarithmic domain and it can be expressed as

FL, log[ log FL520001(
n50

N/2

(
j 51

J H b« logu«m,max~D1 ,w1 ,

¯ ,DL ,wL ,n, j !u1 log g«~n, j !

1 log d lg~ u«m,max~D1 ,w1 ,¯ ,DL ,wL ,n, j !u2«min!

1bc(
i 51

L

$ logu12c~D i ,n, j !u1 log d lg~cmax

2uc~D i ,n, j !u!%1 log gc~n, j !J
1 (

;$~n, j !,~k,h!%
log~12u$~n, j !,~k,h!%!

1 (
;~a,b!

log d lg~ ix~ha ,ja!2x~hb ,jb!i2dmin! (29)

where an arbitrary value of 2000 is only added for avoiding nega-
tive values of theC during the search. Moreover, in Eq.~29! D i
5(h i ,j i) denote nodal positions~Fig. 2! and

d lg~a!5H 1 for a>10230

10230 for a,10230 (30)

In addition, the following conditions must be fulfilled

∨u«m,maxu^10230⇒«m,max510230,

∨u12c~D i ,n, j !u^10230⇒u12c~D i ,n, j !u510230,

∨12u$~n, j !,~k,h!%^10230⇒12u$~n, j !,~k,h!%510230

The orthogonality term (12u$(n, j ),(k,h)%) in the CL ~see Eq.
~29!! is set to 0 or 1, since two specific modes~n, j! and~k, h! are
identical or orthogonal to each other, respectively. The last term of
Eq. ~29! becomes zero, if the distance criteria between two strain
gagesa andb is not satisfied.

Values of theCL varies between 0 and 2001. In this domainL
maxima of the functionCL have to be found to getL number of
optimal placements of the strain gages. The discrete character of
the optimization functionCL does not allow close form of ana-
lytical solutions. Therefore, a genetic algorithm~Goldberg@14#! is
used, being previously recommended for the strain gage optimi-
zation by Sensmeier and Nichol@7# as well as by Simpson and
Hansen@15#. The detailed description of the genetic algorithm
~GA! procedure applied for searching optimal placements of the
blade strain gages can be found in Sensmeier’s and Nichol’s work
@7#. To illustrate an effectiveness of the GA procedure, an example
of the airfoil contour represented by 1003100 nodes is considered
for the optimal application of 10 strain gages. The strain gage
orientationw is examined discretely from 0 deg up to 180 deg
with an increment angleDw of 1 deg what gives 180 calculations
per each node. A total number of all possible positions is deter-
mined from

S 100•100
10 D •1801059.8•1055

Fig. 6 Optimization function C of a single node for different
orientations w „where values C are multiplied by 1 Ã103

…—„a…
values C in the linear scale, „b… values C in the logarithmic
scale
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With such a large number of search operations, the GA procedure
is a very effective optimization tool. For a relatively short CPU
time requirement,2 the GA delivers 10 suitable results of the op-
timization function for the 10 strain gage positions in relation to
its optimal value.

Examples of Instrumentation
To demonstrate the developed approach of the strain gage op-

timization, the impeller disk shown in Fig. 1~a! is taken into ac-
count. Eight strain gages have to be applied optimally on the
impeller regarding all nodal diametersn from 0 up to 4 and all
disk vibration modesj up to 6. Because the amount of the required
strain gages~L58! is smaller than the number of disk sectors
(N59), the gage distance criteria is neglected within the optimi-
zation functioncL58 ~see Eq.~29!!. The blade pressure side is
used for the strain gage instrumentation. Here, 636 mid-nodes and
224 corner-nodes are selected from the spatially curved pressure
side~see the dashed line in Fig. 7! and then used in the numerical
analysis. For an increment angleDw of 0.175 deg, 1.6631038

possible placements must be evaluated to reach the optimum of
the functionCL58 .

With 600 chromosomes, the GA optimization is ended on the
440-th generation with 264’000 determinations of theCL58 ,
which is significantly less than the amount of all possible place-
ments of 1.6631038. Thus, the GA optimization process may not
have found the exact optimum of the function, but it provides an
appropriate solution according to the considered four gage crite-
ria. The obtained appropriate placements of eight strain gages are
presented in Fig. 7 and detailed results are given in the Appendix.
Values of the population’s for the maximum and average fitness
are shown in Fig. 8. Up to the 100th generation, the maximum
population increases rapidly and then it grows slowly. Also, the
average fitness~Fig. 8! rises significantly below the 100th genera-
tion. Afterwards the average fitness oscillates stochastically
around a constant average value. This oscillation is induced by the
degeneration due to very small magnitudes of the optimization
function.

Finally, an optimization result forL52 strain gages is com-
pared to the strain gage placements obtained from the qualitative
techniques, which is based on the visual peak stress assessment of
the rigidly clamped vane~the hub is omitted!. As it is presented in
Fig. 9, one strain gage position obtained from the qualitative tech-
nique is located very close to the gage placement predicted with
the GA. The other qualitatively determined position, however, is

located on a different place to the position proposed by the current
procedure~see Fig. 9!. For the optimized and qualitative gage
placements, the optimization functioncL52 is equal to 1450.9
~see Fig. 9! and 1276.1, respectively. Thus, the gage positions
obtained from the traditional technique considering the rigidly

2The computation lasts few minutes on the standard Unix workstation.

Fig. 7 The spatially curved pressure side of the impeller vane
with the eight calculated optimal strain gage placements
„nodes on the surface indicated with a dashed line are used in
the optimization …

Fig. 8 Values of population’s for the maximum „upper figure …

and average „bottom figure … fitness from the GA process

Fig. 9 Comparison of the gage positions obtained from the GA
procedure and qualitative technique „upper figure …, where the
lower figure presents the maximum and average fitness for the
optimized gage locations
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clamped blade are worse than the placements proposed from the
present approach, accounting for the disc vibration and the GA
procedure.

Conclusions
In relation to literature dealing with the rigidly clamped blade,

a novel methodology and numerical tool are proposed for the
optimum placements of strain gages on the rotating bladed disks.
In this approach, the tuned disk assemblies were taken into ac-

count. This approach can be applied to any structure requiring
strain gage instrumentation. Only preliminary verification of this
tool is discussed in this paper. Additional utilization of this tool is
planned together with experimental confirmation.
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Unsteady Rotor Heat Transfer in a
Transonic Turbine Stage
This experimental investigation reports the convective heat transfer coefficient around the
rotor of a transonic turbine stage. Both time-resolved and time-averaged aspects are
addressed. The measurements are performed around the rotor blade at 15, 50, and 85%
span as well as on the rotor tip and the hub platform. Four operating conditions are tested
covering two Reynolds numbers and three pressure ratios. The tests are performed in the
compression tube turbine test rig CT3 of the von Karman Institute, allowing a correct
simulation of the operating conditions encountered in modern aero-engines. The time-
averaged Nusselt number distribution shows the strong dependence on both blade Mach
number distribution and Reynolds number. The time-resolved heat transfer rate is mostly
dictated by the vane trailing edge shock impingement on the rotor boundary layer. The
shock passage corresponds to a sudden heat transfer increase. The effects are more
pronounced in the leading edge region. The increase of the stage pressure ratio causes a
stronger vane trailing edge shock and thus larger heat transfer fluctuations. The influence
of the Reynolds number is hardly visible.@DOI: 10.1115/1.1505850#

Introduction
One of the key parameters for the improvement of the thermal

efficiency of the gas turbine cycle is the increase of the turbine
inlet temperature. The upper limit will be reached when the com-
bustion will be performed at stoechiometric conditions. Cooling
systems are used to allow the operation of the HP stages at tem-
peratures above the melting temperature of the blade material. The
limitation is due to the fact that the gain in cycle efficiency due
the turbine inlet temperature increase is balanced by the loss of
efficiency due to the cooling system.

The design of a blade cooling scheme requires the knowledge
of the convective heat transfer coefficient distribution around the
blade profile. Experimental research in this field started many
years ago in cascades. For rotors, more realistic configurations
were obtained with rotating bars~Ashworth et al.@1#, Doorly and
Oldfield @2#! or shock generation devices~Popp et al.@3#! up-
stream of a cascade. More recently, investigations were performed
in dedicated turbine stage test rigs~e.g., Guenette et al.@4#, Dunn
et al. @5#, Hilditch et al. @6#, Moss et al.@7#, Dénos @8#!.

Measurements in linear cascades allowed the effects of Mach
number, Reynolds number and turbulence intensity to be studied
separately. Many studies can be found in the literature, such as
those by Arts et al.@9#. They showed the strong link between heat
transfer coefficient and Mach number distribution around the
blade. An accelerating flow stabilizes the boundary layer and
maintains a slightly thickening protective layer between the hot
gas and the blade. A decelerating flow destabilizes it and may
promote transition and higher heat transfer. The increase of the
Reynolds number causes an overall increase of the heat transfer
coefficient due to higher flow velocity or density. It also tends to
move upstream the transition onset. High free stream turbulence
tends to enhance the overall heat transfer rate due to a higher
mixing of the flow in the boundary layer. The most visible effect
is the displacement of the onset of transition towards the leading
edge of the blade on the suction side. On the pressure side the
boundary layer remains laminar at low turbulence level. However,
at higher turbulence levels, one observes a tendency to transition
and a turbulent state may be reached close to the trailing edge.

Rotating bar systems were widely used to simulate the effect of
vane wakes and vane trailing edge shocks on the rotor blade flow

field. Doorly and Oldfield@2#, put in evidence a heat transfer peak
associated with the passage of the shock from the crown to the
leading edge on the suction side of the blade. The authors ob-
served a recirculation bubble and identified shortly after the shock
passage a turbulent spot traveling at a speed related to the free
stream velocity. Johnson et al.@10,12#, recorded very high and
sharp heat transfer variations with amplitudes of up to three times
the mean level, due to direct shock impingement on the blade. The
highest variations were recorded between the crown and the lead-
ing edge, i.e., in the region that is swept periodically by the vane
trailing edge shock. The amplitude of the fluctuations decreases
when going from the crown towards the leading edge. The waves
were reflected many times in the blade passage, leading to several
weaker peaks on the heat flux traces. They proposed a simple
model to calculate the heat transfer rate from the pressure fluctua-
tion, based on isentropic compression and change of density in the
boundary layer. The model predicted with good accuracy the
variations due to the shock on the suction side. They also showed
the existence of a ‘‘vortical bubble’’ formed at the leading edge
when the shock impinged perpendicularly on the wall. Depending
on the location of formation, it would then be convected on either
the pressure side or the suction side, and would cause both a
transient increase in the surface heat flux and an enhancement in
the mean level.

The unsteady heat transfer on the rotor of a fully scaled tran-
sonic turbine was measured by Guenette et al.@4#. The results
were compared with linear cascade results for the same rotor pro-
file with passing bars, Ashworth et al.@1#. The time-averaged heat
transfer levels in the two experiments were very similar. The am-
plitude of the fluctuations induced by the shock was larger in the
turbine than in the cascade. However, the similarity of the results
between the two experiments lead to the idea that the heat transfer
process at midspan on this transonic rotor was mainly two-
dimensional. A two-dimensional Navier-Stokes prediction, with
transition set at a point near the leading edge (x/s50.01) gave
good results for the mean rotor heat transfer levels.

More recently, Moss et al.@7# performed unsteady pressure and
heat flux measurements in a high-pressure turbine. They used
Johnson’s et al.@10,11# boundary layer compression model and
another model assuming a constant heat transfer coefficient and
isentropic gas temperature change to predict the heat flux history.
Both models gave quite realistic results compared to the measured
values. Moss et al.@12# made extensive measurements at five dif-
ferent heights on the same rotor blade. By running the rotor in
reverse rotation without stator vanes, and by using data from cas-
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cade experiments, they showed that the wake had very little effect
on the time averaged heat transfer, because the boundary layer
was transitional or turbulent almost from the leading edge. The
presence of the horseshoe vortex at hub was put in evidence.

The goal of the present study is to investigate the convective
steady and unsteady heat transfer around the rotor blade profile of
a transonic turbine stage. In a previous program, the influences of
rotational speed, axial gap between stator and rotor and vane cool-
ant ejection on the unsteady pressure field were investigated, De´-
nos et al.@13#. In the frame of the present study, these parameters
are kept constant. Instead, the stage pressure ratio and the Rey-
nolds number are varied in order to investigate their influence
under the transonic regime. The former measurement locations at
50% span are also extended to 15, 50, 85% span as well as to the
blade tip and hub platforms.

The Turbine Stage
The turbine stage is composed of 43 cylindrical vanes and 64

twisted blades. The main geometrical characteristics of the stage
are listed in Table 1. The vanes are internally cooled (ṁc53% of
overall mass flow! with ejection at the trailing edge on the pres-
sure side. The rotor was designed with a meridional flow channel
divergence of 10% at hub in order to reduce the axial outlet ve-
locity and to minimize the secondary losses. The turbine stage was
tested in the VKI short duration compression tube facility CT3.
This facility is capable of simulating Reynolds and Mach num-
bers, gas/wall and gas/coolant temperature ratios of modern aero-
engine HP turbines~see Sieverding and Arts@14#!.

The heat transfer on the rotor blade was investigated at 15, 50,
and 85% of the blade height. At each height, 24 thin film gages
mounted on ceramic inserts are distributed along the blade profile,
as shown in Fig. 1 at 50%. The geometry of the rotor blade at
different sections is shown in the same figure.
In parallel to heat transfer measurements, pressure measurements
were carried out with 72 Kulite fast response pressure transducers,
located at the same positions as the thin film gages.

Full details on the turbine test rig, the turbine stage and the
instrumentation were reported by De´nos @8#. The stage inlet tur-
bulence level amounts to 1.6% and is much lower than that en-
countered in real engines.

Data Processing
The measurement technique consists in recording the blade sur-

face temperature increase during a blowdown test that produces a

sudden gas temperature change, the blade being initially at ambi-
ent temperature. The blade surface temperature history is mea-
sured with a platinum thin film gage resistor implemented on an
insulating ceramic insert~see Fig. 2!. The testing time~;0.5 s! is
so short that the inner extremity of the insert stays at ambient
temperature during the blowdown. The gas temperature is moni-
tored with a type K thermocouple. Typical evolutions of these
temperatures during the blowdown are depicted in Fig. 3~top
graph!. The heat fluxq̇ ~see bottom of Fig. 3! is obtained by
solving the 1-D unsteady conduction equation with a Crank-
Nicholson scheme across the insert. The boundary conditions are
the wall temperature history and a constant temperature at the
inner side of the insert.

Table 1 Typical stage geometrical characteristics

Fig. 1 Gage distribution and geometry of the Brite rotor

Fig. 2 Thin film gages on Macor insert at hub platform, 85%
span and blade tip

Fig. 3 Typical temperature evolution in the test section and
heat flux on the rotor blade
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The gage signal carries two types of information, i.e., at the
blowdown time scale, referred to as time-averaged, and at the
blade passing frequency, referred to as time-resolved. The two
components are recorded and processed separately. The time-
averaged values are obtained with a signal sampled at 1500 Hz
and low-pass filtered at 750 Hz. The heat flux is then averaged
over a time period of about 100 ms around the design rotational
speed of 6500 rpm. The time-resolved traces are high-pass filtered
at 100 Hz and sampled at 300 kHz. The surface temperature fluc-
tuations occurring at the vane passing frequency~4660 Hz! being
small, they are amplified before being digitized on a 12 bit data
acquisition system. The signals are naturally low pass filtered at
78 kHz by the limit of the opto-electronic transmission system
~Sieverding et al.@15#!. A phase locked average procedure is then
applied to the heat flux traces including three rotor revolutions
~129 vane passages!.

The relative position of the rotor with respect to the stator is
known at any time thanks to a diode that gives a pulse at every
rotor revolution. The phase-locked averaged traces will be pre-
sented as a function of the vane reduced pitch referred to as phase
w in the following.w50 when the stacking axis of the rotor blade
is aligned with the one of the vane;w51 when the blade has
completed one stator pitch traverse~blade labeled 1 in Fig. 4!. All
signals were corrected for the phase delays induced by the instru-
mentation and transmission boards.

For similarity purposes, the results will be reported as Nusselt
numbers:

Nu5
q̇c

kg~Tg2Tw!

wherec is the rotor chord at the corresponding height andTg is
the corresponding relative inlet total temperature calculated from
the measuredT01 upstream of the stage and the design velocity
triangles. At nominal conditions, typical values for the rotor rela-

tive inlet total temperature and the wall surface temperature are
370 and 300 K, respectively. The air conductivitykg is estimated
at the gage temperature.

The overall uncertainty on the Nusselt number was evaluated
based on the work of Camci@16# and is estimated to be of the
order of65% of the mean value.

Test Conditions
The measurement campaign consisted in four different operat-

ing conditions covering two Reynolds numbers and three pressure
ratios. The high and low pressure ratios are, respectively, repre-
sentative of a highly loaded single stage high pressure turbine and
the first stage of a two stage turbine. The high Reynolds number
condition was achieved by increasing the stage inlet total pressure.
Table 2 summarizes the four operating conditions at 15, 50, and
85% height. In the perspective of testing a 1&1/2 stage configu-
ration, the temperature for the Re high condition was increased
from 440 to 480 K to allow a sufficientTgas/Twall on the second
stator. A small change of the dimensionless rotor speedN/AT01
results~24.2%!.

Time-Averaged Nusselt Number Distributions
The Nusselt number distributions around the rotor blade at

nominal conditions for the three investigated spans are compared
in Fig. 5. Some of the points are averages of up to three tests.
Based on 7 measurement locations, the obtained repeatability was
of the same order than the uncertainty~65% of the mean value!.
Levels ranging between 2000 and 3000 are observed in the lead-
ing edge region while the average level further downstream on the
pressure and suction sides is of the order of 800.

In the front region of the blade, the boundary layer is very thin
and the heat transfer depends mainly on the Reynolds number and
the free stream turbulence. The highest value is observed at 50%

Fig. 4 Phase reference and shock-wake system

Table 2 Some characteristics of the flow at 15, 50, and 85% height for the four running conditions

Fig. 5 Time-average Nusselt number at the three investigated
heights for nominal conditions
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span. According to the Reynolds numbers at stator exit~Table 2!,
the highest value should be seen at 15% of the span and the lowest
at 85%. This is probably due to the fact that the gages are not
located exactly at the stagnation point. The rate of decrease
around the stagnation point being very large, it is difficult to con-
clude on the differences observed in this region.

In cascade tests, the Nusselt number at the stagnation point of a
blade can well be predicted using correlations by measurements
around cylinders in cross flows~Camci and Arts,@17#!. For ex-
ample, the correlation of Lowery and Vachon@18#, has been used
to predict the Nusselt number at the stagnation point at midspan
for nominal conditions

Nud5Red
1/2~1.0112.624~~Tu Red

1/2!/100!

23.07~~Tu Red
1/2!/100!2!

The leading edge can be approximated by a circle of 4.1 mm
diameter. Two others diameters, 3.5 and 5.0 mm, are also investi-
gated because the leading edge is more elliptic than circular. The
estimated Nusselt number is plotted in Fig. 6 as a function of the
turbulence intensity. Although the correlation holds up to 14%
turbulence intensity, the formula was extrapolated to 30%. For
comparison with our experiments, the Nusselt number is calcu-
lated using the rotor chord length. This explains why it is the
lowest for the highest diameter. With the diameter of 4.1 mm, a
turbulence intensity in excess of 10% is needed in order to reach
values of Nusselt number above 2500. To reach the value of 3000
measured at 50% span, unrealistic levels of isotropic turbulence
under steady conditions have to be considered~;25%!. In the
present experiment, it is difficult to define turbulence intensity
since the flow is submitted to periodic wake and shock ingestion
at a rate of 4660 Hz. It can be concluded that this unsteadiness
may enhance considerably the heat transfer rate at the stagnation
point with respect to a steady flow case with isotropic turbulence.
An unsteady quasi 3-D Navier and Stokes stage computation by
Michelassi et al.@19# predicted instantaneous turbulence intensity
levels in excess of 30% at the leading edge when the wake was
passing. Note that in the case of@12#, without vane exit trailing
edge shock, the use of another correlation~Kays @20#! for laminar
flows over cylinders in cross flows over predicted the Nusselt
number at the rotor leading edge.

On the suction side, at 50% span~Fig. 5!, the link between the
Nusselt number distribution and the Mach number distribution
appears clearly. Figure 7 shows the isentropic Mach number based
on the measured local static pressure and the relative total pres-
sure at rotor inlet. The convex curvature and the favorable pres-
sure gradient have a stabilizing effect on the boundary layer,

which thickens progressively. As result, the Nusselt number de-
creases up to points 7–8. After point 9, the flow is decelerated.
This may promote a transitional state and an increase of the heat
transfer rate. On the rear suction side, the Mach number remains
almost constant, the boundary layer continues to thicken and the
Nusselt number decreases accordingly.

These trends appear clearly in cascade tests, with a uniform and
steady inlet flow~for example,@9#!. The situation is quite different
in the case of a rotor that chops periodically~here 4600 times per
second! the vane wakes and trailing edge shocks. One can imag-
ine that the boundary layer state may change several thousands of
time per second from laminar to turbulent depending on wake and
shock interactions with the boundary layer. The terms laminar,
turbulent or transitional may then take a kind of statistical mean-
ing rather than indicating a perpetual state. Although the shock
and wake ingestions constitute large destabilizing factors, it seems
that the boundary layer remains laminar until gages 7–8, probably
due to the quite low Reynolds number (Re3R50.5 106). Neverthe-
less, the time-averaged Nusselt number for this part is higher than
what one would expect for the case of a permanent laminar
boundary layer because of the shock that sweeps the blade from
the crown towards the leading edge~seen until gage 5, cf. un-
steady part!.

The heat transfer on the suction side at 15 and 85% span, is also
closely linked to the inlet conditions and to the acceleration rate.
On the first part of the suction side, until gage 5, the heat transfer
is higher at 50% span. At location 3 at 85% span one observes a
peak in the Nusselt number. The same behavior is seen at 50%
span but with less amplitude. At location 6, the Nusselt number
increases at 15 and 85% span due to a deceleration of the flow just
before. On the rear part of the suction side, the level of heat
transfer is almost the same at 50 and 85% span with the same
tendencies~deceleration between gages 8 and 9! while at 15%
span the Nusselt number is much lower due probably to the lower
rate of deceleration of the flow.

Around the blade leading edge, the pressure surface boundary
layer develops on a convex surface in a region of accelerating
flow. In this region, it behaves as on the suction side. The Nusselt
number decreases rapidly. After the leading edge region, the cur-
vature changes from convex to concave. At this point a separation
bubble could appear, especially at 85% span around gage 16,
where the flow is strongly decelerated, but it was not detected.
The Nusselt number continues to decrease progressively. After
this point of singularity in curvature, the boundary layer state and
hence the heat transfer rate are mainly determined by the destabi-

Fig. 6 Prediction of Nusselt number at leading edge according
to Lowery and Vachon experimental law for cylinders in cross-
flows

Fig. 7 Mach number distribution at 15, 50, and 85% height for
nominal conditions

Journal of Turbomachinery OCTOBER 2002, Vol. 124 Õ 617

Downloaded 01 Jun 2010 to 171.66.16.35. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



lizing effects of the concave curvature and the free stream turbu-
lence counteracting the favorable streamwise pressure gradient. In
@12#, the heat transfer at the beginning of the suction and pressure
surface was the lowest at midspan and was increasing going down
to the hub. The higher levels at 5 and 10% span were possibly
attributed to the horseshoe vortex, which seems to have no influ-
ence here at 15%. In the central part of the pressure side, the
Nusselt number is globally higher at 50% span than at 15 and 85%
span. At the rear pressure side, the boundary layer is re-
accelerated. It stabilizes and thickens, leading to the decrease of
the Nusselt number.

In Fig. 8, the conditions Re nomP/P nom and Re highP/P
nom are compared at 50% span. The higher Reynolds number
causes a global enhancement of the heat transfer coefficient as
expected. A sign of earlier transition is noticed on the suction side
~location 5! and is also observed at 15% span. At the leading edge,
the maximum measured value is lower at high Reynolds than at
nominal Reynolds. Again this could be attributed to the fact that
the gage is not exactly at the stagnation point. Moreover, the de-
sign relative rotor inlet angle is not exactly the same for the two
conditions. This is due to the fact that the temperature at Re high
is 480 K instead of 440 K at Re nom. The vane exit Mach num-
bers are similar but the stator exit velocity has increased due to a
higher speed of sound (a5AgrT).

On the pressure side, for any of the three spans, the Mach
number distribution does not change significantly when the pres-
sure ratio is reduced fromP/P nom to P/P low. As a result, no
significant differences appear in the corresponding heat transfer
distributions. The behavior of the suction side boundary layer is
basically a function of the different acceleration rates. At 50%, the
flow is continuously accelerated for both conditions until location
7 ~Fig. 9!. This results in almost exactly the same Nusselt number
distribution. At low pressure ratio the flow is then decelerated
from location 8 until the trailing edge, while for nominal pressure
ratio, the flow is accelerated further until location 8. It is deceler-
ated only from location 9 until the trailing edge. As a conse-
quence, the heat transfer is higher for low pressure ratio at the rear
part of the suction side.

Similar behaviors commented for the low pressure ratio are
observed when comparing the conditions Re highP/P nom with
Re highP/P high. They are particularly visible at midspan where
the flow is still accelerated until location 10 on suction side for the
higher pressure ratio.

As will be shown later in the section dealing with time-resolved
measurements, the reduction of the pressure ratio causes a large
decrease of the amplitude of the heat transfer fluctuations in the
leading edge region at 50% span due to the reduction of the shock
strength. This is particularly the case when changing fromP/P
nom to P/P low. At nominal conditions, the amplitude of the
fluctuations is much smaller at 50% than at 15% also due to the
stronger shock that exists at hub~radial equilibrium, higher Mach
number at hub!. Coming back to the time-averaged distributions,
the reduction of the pressure ratio fromP/P nom to P/P low
causes a lower heat transfer in the leading edge region at 15%
only. However, there is no noticeable difference at 50% although
the vane exit Mach number decreases from the M251.03 to M2
50.95. Contrary to expectations, this Mach number difference
was not sufficient to isolate the effect of the wake from that of the
static pressure gradient. This is possibly due to the fact that on one
side, when the pressure ratio is reduced, the shock strength is
reduced and one would expect lower heat transfer levels due to
the reduction of the boundary layer perturbations but on the other
side, the reduction of the pressure ratio also reduces the accelera-
tion of the front suction side and this tends to increase the heat
transfer rate. Apparently, at 15%, the predominant effect is the
reduction of the shock strength. At 50%, the two effects are in
balance.

The Nusselt number distribution on the tip of the rotor blade is
reported in Fig. 10 at 4 points placed along the camberline. The
Nusselt number is calculated using the blade chord at tip. Unfor-
tunately gage 1 was broken and the condition Re highP/P high
was not tested. Note that the tip clearance measured under running
conditions increases from the leading edge to the trailing edge
~from 0.2 to 0.5 mm!. The level of Nusselt number is comparable
to the one on the pressure side at 85%. The increase of Nusselt
number at gage 5 can be explained by higher transverse velocities
in the relative frame in the rear part of the blade tip. This is a
typical feature of a tip clearance flow as shown, for example, by
Heider et al.@21#. On the rear part of the blade tip, the flow is
dominated by the pressure difference between the pressure side
and the suction side and a jet that is almost perpendicular to the
camberline results, that drives the tip leakage vortex. One can
clearly observe the enhancement of the heat transfer with increas-
ing Reynolds number.

The Nusselt number distribution on the rotor hub platform
along a line located in the ‘‘middle’’ of the channel is shown in
Fig. 11. The Nusselt number is calculated using the blade chord at
hub. Here again, the enhancement of the Nusselt number with

Fig. 8 Nusselt number distribution at 50% for the different
running conditions

Fig. 9 Mach number distribution at midspan for the different
running conditions
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increasing Reynolds number is observed. To comment properly
the heat transfer distribution, one would need the static pressure
distribution over the platform surface together with the stream-
lines. These streamlines are directed from pressure side to suction
side due to the sweeping of the hub passage vortex on the plat-
form.

Time-Resolved Nusselt Number
This part focuses on the phase-locked averaged traces of the

Nusselt number. Note that phase-locked average eliminates all the
fluctuations that are not at vane passing frequency. As a conse-
quence, it gives only a restricted view of the flow field. The root
mean square~RMS! and the correlation coefficient are additional
indications on the nonperiodic components of the signal. The cor-
relation coefficient is obtained by performing a linear regression
between the magnitude of the phase-locked average and the mag-
nitude of the raw signal. A coefficient of 1 means that the raw
signal is equal to the phase-locked average, i.e., purely periodic
fluctuations without random unsteadiness.

The minimum-maximum envelope of the phase locked aver-
aged Nusselt number, the mean RMS over one vane passing event
and the correlation coefficient at 50% span for Re nomP/P nom
are plotted in Fig. 12. The highest value of the correlation coeffi-
cient reaches 0.7 only at the leading edge whereas for pressure,
this coefficient was reaching 0.98@13#. It is believed that this low
correlation coefficient in the leading edge region is due to a poor
signal to noise ratio. This is also most probably the major cause
for the high overall level of RMS. In the Laplace domain, thus by
restriction in the frequency domain, the wall heat flux is linked to
the surface temperature by:q̇w(s)5ArcpkT(s)As, s being the

Laplace variable~see Schultz and Jones@22#!. This means that, for
example, if a 1 Hz periodic heat flux fluctuation causes a surface
temperature change of amplitudeA, a 4660 Hz fluctuation~the
vane passing frequency! will result in a surface temperature
change of amplitudeA1/A4660.A50.014.A. Because the surface
temperature fluctuation is used to derive the heat flux, a large
amplification of the signal is performed at high frequency in order
to obtain a proper resolution of the fluctuations resulting in a low
signal to noise ratio.

Fig. 10 Nusselt number distribution at blade tip for the differ-
ent running conditions

Fig. 11 Nusselt number distribution at hub platform middle
line for the different running conditions

Fig. 12 Statistics for unsteady Nusselt number at 50% span
for nominal conditions.

Fig. 13 Unsteady traces at 50% span for nominal conditions
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For all the conditions, the correlation coefficient is maximum in
the leading edge region, where the largest variations of heat trans-
fer are encountered because of the periodic sweeping of the vane
trailing edge shock.

Figure 13 shows the unsteady Nusselt number variation over
two vane passing events at 50% span for Re highP/P nom. The
phase-locked averaged traces are reported at the 24 measurement
locations with sensors 24 to 14 from the rear pressure side to the
leading edge and sensors 1 to 13 along the suction side back to the
trailing edge. Although the mean value of the phase-locked aver-
aged traces is zero, an offset was added to every curve according
to the location of the flux the curvilinear abscissa of the blade.

On the front suction side, a steep gradient that travels from the
crown ~gage 4! towards the leading edge~gage 14! can be identi-
fied ~seeI on Fig. 13!. This is due to the sweeping of the vane
trailing edge shock has the rotor blade traverses the vane pitch
~see schematic on Fig. 4!. The amplitude of the fluctuations~Fig.
14! varies depending on the measurement location: the highest
amplitudes are seen in the vicinity of the crown~gage 3! and
decrease towards the leading edge~gage 14! similarly to @10#. In
this region, the heat flux varies in a similar way to the static
pressure as shown in Fig. 15. The two traces are in phase and the
shapes exhibit some similarities.

In the regions where the shock does not impinge directly, the
magnitudes of the fluctuations are much lower. The last position
on the suction side affected directly by the vane trailing edge
shock seems to be location 5. The traces from gages 7 to 12 have
a different pattern with two fluctuations per period. A comparison
of the Nusselt number fluctuations with the static pressure fluc-
tuations~Fig. 15! shows that at least one of the peaks in a period
is in phase. On the rear pressure side, from location 19 to 24 in
Fig. 13, the traces exhibit two fluctuations per period. Similarly to
the pressure, the first fluctuations of the traces~II ! are in phase
while the second fluctuation~III ! seems to propagate upstream.
The Nusselt number and static pressure fluctuations at location 21
are compared in Fig. 15.

For gage 16, a wide peak appears around phasew50.6 and

another small one at phasew51.0. The peak atw51.0 is caused
by a direct shock impingement while the one atw50.6 is due to
a shock reflection coming from the leading edge of the adjacent
blade@13#. The evolution of these phenomena in the central part
of the pressure side can be followed from location 16 to 18. Here
again the heat flux follows the static pressure variation~Fig. 15!.
On the rear suction side, a phenomena that is convected down-
stream can be identified~IV!.

The Nusselt number minimum-maximum envelopes at 15, 50,
and 85% height for nominal conditions are reported in Fig. 14.
The largest fluctuations are observed at 15% height. Due to the

Fig. 14 Minimum and maximum of Nusselt number fluctuations at 15, 50, and 85% span for nominal conditions

Fig. 15 Comparison of Nusselt number with static pressure
fluctuations
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radial equilibrium, the Mach number at stator exit increases to-
wards the hub and thus the shock strength at the vane trailing
edge.

One of the striking aspects of the minimum-maximum envelope
is the dissymmetry between the maximum and the minimum. The
highest peaks are positive. At Re nomP/P nom the peak values in
the leading edge region at 15%~gage 2!, 50 and 85% span~gage
3! are 3000, 900 and 600 respectively. At 15%, the peak value is
of the same order as the time averaged value at the stagnation
point ~gage 14! and much larger than the time-averaged value at
the same location. This means that in these locations~1, 2, and 3!,
the instantaneous heat flux can increase up to 3 times the time-
averaged value.

On the suction side, the amplitude at 15% is still important until
gage 7. Note that the geometry of the section changes from hub to
tip ~Fig. 1! and not only the strength but also the incidence of the
vane trailing edge varies. As a result, the areas that are directly
affected by the shock change with the rotor span. Beyond gage 7,
the amplitudes are of the same order of magnitude for the three
spanwise positions.

Figures 16 and 17 show the magnitude of the fluctuations for
the four running conditions at 15 and 50% height respectively.
Apparently, the Reynolds number has no important effect on the
unsteady heat transfer. The shapes and the amplitudes of the fluc-
tuations are very similar for the conditions Re highP/P nom and
Re nomP/P nom due to little difference in the stator exit Mach
number M2 . The change in amplitude of gage 3 at 15% span and
of gages 2, 3, 4, and 5 at 50% span could be explained by the
change in incidence of the flow for the Re high condition.

For the low pressure ratio, the vane exit Mach number is not
transonic anymore. Since there are probably no shocks or very
weak ones~Table 2!, no high peaks are observed. However, the
highest amplitudes are encountered around the leading edge re-
gion. Globally, the amplitudes are lower than for nominal pressure
ratio at the three different heights.

The traces have almost the same shape and the same amplitude
when raising the stage pressure ratio fromP/P nom toP/P high,
at Re high~almost same stator exit Mach number M2). Neverthe-
less, slightly higher amplitudes are seen forP/P high on the first
half of the suction side at 15% span, and at 50% span on the
leading edge and on the rear suction side.

Conclusions
The presence of periodic fluctuations due to shocks and wakes

results in very high levels of time-averaged heat transfer at the

rotor stagnation point at 50% span. Compared with the case of a
steady rotor inlet with isotropic turbulence, unrealistic levels of
turbulence intensity would be required to achieve the same heat
transfer level.

The distribution of the time-averaged Nusselt number around
the blade is closely related to the Mach number distribution. An
accelerating flow stabilizes the boundary layer and lowers the heat
transfer rate whereas a deceleration enhances it.

The variation of the pressure ratio of the stage causes changes
in the relative inlet conditions to the rotor blades. The Mach num-
ber distribution is modified accordingly due to a change of inci-
dence of the inlet flow field and of the rotor exit Mach number.
These variations explain the changes in the distribution of the heat
transfer coefficient around the blade. The increase of the Reynolds
number enhances the overall heat transfer rate. The observed heat
transfer levels are in between a laminar flow and a turbulent flow.
This can be explained by the periodic ingestion of pressure dis-
continuities linked to the vane trailing edge shock and of wakes
that carry patches of flow with a higher turbulence level.

On the blade tip, the heat transfer increases significantly at the
rear due to a strong transverse tip flow in this region.

The unsteady heat transfer on the front of the rotor blade is
mostly dictated by the impingement of the shock coming almost
axially from the vane trailing edge. This impingement enhances
greatly the heat flux downstream of its impact. When the strength
of the shock is reinforced, like, for example, at the hub where the
vane exit Mach number is higher, the amplitude of the fluctuations
increases significantly. A decrease of the stage pressure ratio
causes the vane exit Mach number to drop below M251 and
reduces greatly the amplitude of the fluctuations. Surprisingly, the
differences observed on the time-averaged distributions are small.
The effect of the Reynolds number on the amplitude of the un-
steady heat transfer coefficient is small. The rear part of the blade
is not directly affected by the vane trailing edge shock, but one or
two fluctuations per vane passage event are recorded.

The gathered data should be useful for the validation of un-
steady 3-D computations.
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Nomenclature

a 5 speed of sound
c 5 tangential chord

cp 5 specific heat
k 5 thermal conductivity

ṁ 5 mass flow
M 5 Mach number
N 5 rotor rotational speed

Nu 5 Nusselt numberhc/k
P 5 pressure

Re 5 Reynolds numberrnc/m
T 5 temperature
U 5 velocity
w 5 phase@0–1# vane pitch
m 5 viscosity
r 5 density

Subscripts

c 5 coolant
0 5 total quantity
s 5 static quantity
1 5 stator inlet
2 5 stator outlet, rotor inlet
3 5 rotor outlet
R 5 relative to the rotor frame
s 5 stator
r 5 rotor

ax 5 axial direction
g 5 gas
w 5 wall
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Effect of Nonuniform Inlet
Conditions on Endwall Secondary
Flows
Exit combustor flow and thermal fields entering downstream stator vane passages in a gas
turbine engine are highly nonuniform. These flow and thermal fields can significantly
affect the development of the secondary flows in the turbine passages contributing to high
platform heat transfer and large aerodynamic losses. The flow and thermal fields combine
to give nonuniform total pressure profiles entering the turbine passage which, along with
the airfoil geometry, dictate the secondary flow field. This paper presents an analysis of
the effects of varying total pressure profiles in both the radial and combined radial and
circumferential directions on the secondary flowfields in a first-stage stator vane. These
inlet conditions used for the first vane simulations are based on the exit conditions pre-
dicted for a combustor. Prior to using the predictions, these CFD simulations were bench-
marked against flowfield data measured in a large-scale, linear, turbine vane cascade.
Good agreement occurred between the computational predictions and experimentally
measured secondary flows. Analyses of the results for several different cases indicate
variations in the secondary flow pattern from pitch to pitch, which attributes to the
rationale as to why some airfoils quickly degrade while others remain intact over
time. @DOI: 10.1115/1.1505849#

Introduction
Turbine inlet conditions in a gas turbine engine generally con-

sist of temperature and velocity profiles that vary in the radial
~spanwise for a linear cascade! and circumferential~pitchwise!
directions resulting from combustor exit conditions. Depending on
the conditions, these nonuniform profiles can have a strong influ-
ence on the nature of the secondary flows in the turbine platform
region, also referred to as the endwall region. Secondary flows
cause aerodynamic losses, high convective heat transfer, and make
it difficult to film-cool the endwall region. These nonuniformities
arise from combustor designs that contain film-cooling holes
and/or slots to cool the liner and slots at the combustor-turbine
interface. Several other factors contribute to the nonuniformities
including the interaction of the liner cooling scheme, such as film-
cooling holes, and the large dilution holes that are placed in the
liner surface. There is also a dependency of the nonuniformities
on the fuel and air mass flows in the combustor. Given that there
is not always the same number of airfoils as dilution jets, this can
cause a nonrepeating pattern for the turbine.

To determine the effects of combustor exit conditions on the
secondary flowfields that develop in the passage of a nozzle guide
vane, a progression of computations is presented in which increas-
ingly more complicated effects were modeled. First, a uniform
temperature with a two-dimensional boundary layer was simu-
lated to compare with available experimental data. Second, sev-
eral temperature and velocity profiles were simulated in which
these profiles were assumed to vary only in the spanwise~radial!
direction. The results of these studies indicated the importance of
the incoming total pressure gradient. Third, total pressure profiles
exiting the combustor~as predicted through CFD! were used as
inlet profiles to the turbine vane for isothermal conditions. Clock-
ing studies were also done to determine the effect of slightly shift-
ing the profiles for this third case. The computations representing
the first two cases were previously presented by Hermanson and
Thole @1# but are briefly presented in this paper to provide a base-

line understanding of these effects. All of the simulations were
computed for a turbine vane geometry whereby the engine Rey-
nolds number has been matched at low-speed conditions. Low-
speed conditions were computed to allow direct comparison with
measured flow fields for these same conditions in a large-scale
wind tunnel simulation.

The following sections present a brief discussion of past stud-
ies, the CFD methodology and validation, the inlet profiles stud-
ied, and results of the study focusing on the relationship between
inlet total pressure profiles and resulting secondary flows.

Past Studies
An increased understanding of the nature of endwall secondary

flows has been and continues to be a major objective of research
in the gas turbine industry. Numerous papers have been published
discussing experimental and computational results in the endwall
region. Reported results focus on heat transfer, secondary flow
measurements, passage pressure loss measurements, and flow vi-
sualization, but there is only a small amount of documentation
existing that analyzes these quantities in combination with the
effect of spanwise and pitchwise gradients entering the first stage
turbine vane from the combustor.

In 1947, Munk and Prim@2# showed that one would expect no
changes in the streamline pattern and no distortion of a hot streak
in the stator passage presuming a constant total pressure at the
inlet to the stator. Much later, Lakshminarayana@3# investigated
thermally driven secondary flows using a steady, inviscid theoret-
ical analysis. The derived expressions indicated that gradients in
total temperature will only generate secondary vorticity when
there are accompanying radial gradients of entropy~total pressure!
or Mach number. In the case of a constant Mach number, normal
vorticity and total temperature gradients nullify each other. Al-
though this condition is not realistic in a turbine engine, it is
essential in understanding the control of secondary flows.

With the knowledge that there is some viscous-dominated re-
gion along the approaching platform to a turbine vane, a number
of endwall secondary flow models were developed for an ap-
proaching turbulent boundary layer. Langston@4#, Sharma and
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Butler @5#, Takeishi, et al.@6#, and Goldstein and Spores@7# all
proposed models and, although the models vary in complexity,
each contains as a minimum:

• a leading edge horseshoe vortex formed from the inlet bound-
ary layer which separates into the pressure-side and suction-side
legs, and

• the passage vortex having the same sense of rotation as the
pressure side leg of the horseshoe vortex developed due to the
airfoil curvature.

The basic secondary flow models discussed generally assume a
turbulent boundary layer profile along the approaching platform to
the blade or vane. In realistic engine conditions, however, the
combustor exit profile can contain large gradients in temperature
and pressure in the spanwise and pitchwise directions. In fact,
Barringer et al.@8# documented an experimentally simulated gas
turbine combustor that showed wide variations in the pressure
field that had little resemblance to the turbulent inlet boundary
layer profile commonly assumed. Large temperature gradients
created by film-cooling jets in the combustor liner were also
reported.

While the experimental studies by Butler, et al.@9# and Shang
et al.@10# have considered non-uniform inlet temperature profiles,
the only experimental study to have considered whether there is
an effect of a total pressure variation was that by Stabe et al.@11#.
Stabe et al. simulated a liner flow through the use of a Combustor
Exit Radial Temperature Simulator~CERTS!. The CERTS used
circumferential slots with no dilution holes. It was clearly identi-
fied from this study that changes did occur in the total pressure
when using the CERTS as compared to not using the CERTS.
Details are not available, however, for comparing the effects of
the two different total pressure profiles on the secondary flowfield
development and temperature distortion within the stator vane
section.

Based on these studies, there is a clear need for an understand-
ing of how total pressure variations at the inlet to a turbine vane
section affect the development of the secondary flowfields. The
work presented in this paper provides the first open literature
study on the effects of radially and circumferentially varying inlet
conditions on the secondary flow fields in a nozzle guide vane
passage.

Turbine Vane Design and CFD Methodology. This section
describes the turbine vane geometry that was studied and the
methodology used to study the nonuniform inlet conditions to the
turbine. While the profiles that varied in the radial direction alone
were based on engine measurements, the computations for the
radial/circumferential variations were performed in a two-step
process. First, the combustor was simulated considering only the
combustor geometry. Second, these combustor exit profiles were
used as inlet boundary conditions for the turbine vane simulation.
Note that low-speed conditions were simulated for the vane to
allow for direct comparisons with simulations and experimental
data previously acquired at nominally the same conditions except
with a uniform flow field and a turbulent boundary layer on the
approaching endwall.

Turbine Airfoil Description. The airfoil geometry used for
these studies was a commercial first-stage stator vane, previously
described by Radomsky and Thole@12,13# and Kang and Thole
@14#. The characteristics of the vane geometry and flow conditions
are summarized in Table 1. The vane is two-dimensional with the
midspan cross-sectional geometry modeled along the entire span
of the vane. The CFD simulations were computed for incompress-
ible, viscous, low-speed conditions, thereby matching the Rey-
nolds number but not the Mach number distribution. The effect of
not matching the Mach number was addressed in Hermanson and
Thole @15#, which indicated similar secondary flowfield features
between low and high Mach number cases. The primary effect of
the Mach number is that the vane becomes slightly foreloaded for

the low Mach number case and aftloaded for the high Mach num-
ber case. The effect of being foreloaded is such that the secondary
flows are slightly stronger. For both the CFD analysis and wind
tunnel experiments, the exit Reynolds number based on chord and
exit velocity was Reex51.23106.

The CFD simulations for the combustor were completed as de-
scribed previously by Malecki, et al.@16#. The mesh generator
used was the commercially available ICEM while the flow solver
used was Allstar. Allstar is a proprietary derivative of the National
Combustion Code~Liu and Quealy@17#! that is a pressure-based,
finite volume, flow solver, which uses the conservative form of the
discretized governing equations. Centered differencing was used
with second order accuracy. A standardk-« turbulence model with
wall functions for near-wall modeling was used for the combustor
simulations.

The CFD simulations for the turbine vane section were com-
pleted with a commercial software package by Fluent, Inc.@18#.
Fluent is a pressure-based, incompressible flow solver for unstruc-
tured meshes. Second-order discretization was used for the Rey-
nolds Averaged Navier Stokes~RANS! equations as well as the
energy and turbulence equations. Fluent is especially applicable to
three-dimensional endwall flows because the unstructured mesh
capabilities allow the complex geometry of the stator vane to be
modeled and because the code allows for solution-adaptive grids
based on flow gradients to achieve grid-independent results.

The computational domain for the low speed simulations is
depicted in Fig. 1. A domain representing one vane pitch was used
to study grid independence, benchmarking of turbulence models,
and effects of radial inlet profiles. Computations for three vane
pitches were required to match the periodicity of the pitchwise

Table 1 Geometric and flow conditions for stator vane

Fig. 1 Computational domain for single-passage studies
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and spanwise varying inlet condition obtained from the combustor
simulations. The inlet boundary condition was placed 75% of a
true chord length (0.75C) upstream of the blade stagnation and
the outlet boundary condition was placed 1.5C downstream along
a line directed with the exit flow angle of the vane. Note that this
location for the inlet boundary condition was also used as the
location to set the combustor exit conditions as the inlet condi-
tions for the turbine vane simulations. No additional dilution or
cooling flows were applied downstream of the inlet boundary
plane since the combustor simulations had already taken those
effects into account. Since the combustor simulations did not in-
clude the effect of the vane on the flowfield, however, it was
necessary to set the inlet conditions at 75% of a true chord up-
stream where the vane no longer affects the mean inviscid
velocity.

Periodic boundary conditions were placed between the inlet,
blade surface, and outlet. The vane was split across the pitch at the
location of the dynamic stagnation point. The periodic boundary
has been devised at the outlet of the domain to avoid highly
skewed cells at the outflow/periodic surface intersection~shown in
Fig. 1!. A symmetry condition was applied at the vane midspan
while a wall boundary condition was used to represent the end-
wall. The placement of the inlet and outlet boundary conditions
was determined by two-dimensional CFD analyses of the midspan
freestream flow.

The primary interest of this study was to discern the horseshoe
vortex legs and the passage vortex convecting through the turbine
vane passage. Figure 2 shows locations where the flow field pre-
dictions of the secondary flows will be compared in this paper.
Note that these flow planes are placed normal to the surface with
the exception of the SP plane which is parallel with the incoming
axial velocity component. The vectors of the secondary velocity
components were determined by transforming the local velocities
~u, v, andw in Fig. 2! aligned with the plane of interest into the
mean flow direction (Vs , Vn , and Vz). The transformation, de-
fined by equations in the Nomenclature, is based on the midspan
2-D flowfield and quantifies the deviation to the midspan velocity

components away from the inviscid region. These secondary flow
vectors are plotted using the components normal to the mean flow
direction (Vn ,Vz). For clarity, the component of velocity,Vn , is
zero at the midspan since this plane has a purely streamwise flow
component.

Grid-independence was verified through a study using three dif-
ferent mesh sizes for a single periodic domain. For the coarsest
mesh, consisting of 4.63105 cells, the number of cells was con-
served by placing the inlet and outflow boundary conditions closer
to the vane than presented in Fig. 1~at one-half chord upstream
and one-half chord downstream! with a courser node spacing at
the mid-plane. Two more refined grids were used in this study,
with the inlet and outlet boundary conditions illustrated in Fig. 1
(0.75C upstream and 1.5C downstream!, consisting of 83105

cells and 1.33106 cells.
As a check on the grid sensitivity, the average total pressure

losses at several different positions through the cascade passage
were calculated. Figure 3 compares the total pressure loss coeffi-
cients for all three mesh sizes. To compare the loss for each of the
cases in this study the loss was calculated based on mass averaged
values at the inlet. The total pressure loss results indicate that
there are almost no differences between the two largest mesh sizes
and an underprediction for the smallest mesh size. There is only a
0.66% difference between the two largest meshes atX/C50.4.
For these studies the 83105 cell mesh size was considered to be
grid-independent. In addition, the secondary flow structures were
compared to experiments for the various mesh sizes indicating
sufficient grid resolution for secondary flow development
predictions.

Prior to simulating various temperature and velocity profiles,
the flow field predictions for the nozzle guide vane were validated
through comparisons using laser Doppler velocimeter~LDV !
measurements of Kang and Thole@14#. The standardk-« ~Laun-
der and Spalding@19#! and RNGk-« ~Yakhot et al.@20#! turbu-
lence models were benchmarked in the leading edge stagnation
plane @1# showing that the RNGk-« model provided the most
accurate prediction of the horseshoe vortex roll-up from the mod-
els considered. Note that no changes were made to the recom-
mended constants for any of the computations that were per-
formed. The RNGk-« model was expected to provide more
accurate results since it contains additional terms in the transport
equations fork and« that are more suitable for stagnation flows
and flows with high streamline curvature. The computational re-
sults of the RNGk-« model were also compared to experimental
data on six additional planes along the vane. Results for the Plane
SS-1~see Fig. 2! are presented in Figs. 4~a!-~b! with the experi-
mental measurements to demonstrate the good agreement further

Fig. 2 Locations and coordinates for benchmarking CFD with
experimental measurements

Fig. 3 Grid sensitivity studies showing the total pressure loss
through the passage
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downstream in the passage where both the passage vortex and
suction side horseshoe vortex dominate near the endwall. The
most notable difference seen in each of the planes is that the
vortex is located slightly higher off the endwall, 1–3% of the
span, in the CFD analysis as compared with the experiments. The
reason for this difference may be attributed to deficiencies in the
near-wall turbulence modeling.

Scaling Inlet Profiles to Low-Speed Conditions
Prior to computing the nozzle guide vane flows from both ra-

dially and circumferentially varying profiles~two-dimensional
profiles!, studies of radially~spanwise! variations alone~one-
dimensional! were performed to attain a more complete under-
standing of the physical nature of endwall secondary flows. By
applying a combination of inlet conditions to the successfully
benchmarked computational domain, the effects of velocity, tem-
perature, pressure, and Mach number could be analyzed. A sum-
mary of these cases is given in Table 2. Note that all cases were
computed for an inlet Reynolds number, Reinlet , of approximately
2.43105.

Profiles of velocity and temperature varying only in the radial
direction previously presented in@1# are represented in cases 1–3
in Table 2 and shown in Figs. 5~a!-~b!. The baseline case, case 1,
directly modeled wind tunnel conditions, thus a 99% boundary
layer thickness of 9.1% span was applied at the inlet. This 9.1%
span boundary layer profile was generated using the 2-D boundary
layer code, TEXSTAN~Crawford @21#! also for the turbulent
quantities. In case 2, a temperature profile is applied in combina-
tion with the baseline boundary layer thickness to monitor effects
of temperature gradient. A temperature gradient is applied with
constant velocity~case 3!. The temperature gradient is approxi-
mately linear from 0–32% span~endwall to freestream! based on
experimentally measured engine pattern factor profiles~Kvasnak
@22#!. The temperature gradient used for cases 2 and 3 is similar to
that used by Boyle and Giel@23#. The mass-averaged total tem-
perature for each case is equal to the constant temperature of the
baseline case.

The inlet profiles used in cases 4 and 5, shown in Figs. 6~a!–~c!
and 7~a!–~c! simulate pitchwise and spanwise varying inlet con-
ditions. Note thatY/P50, 1.5 and 3 are located at vane stagnation
locations. Contours of normalized total pressure are shown at the
inlet plane~Figs. 6~a!, 7~a!! and the plane SP for each vane~Figs.
6~b!, 7~b!!. The local velocity normalized by the average value is
shown in Figs. 6~c! and 7~c!. Profiles of pressure, velocity, and

Fig. 4 Predicted „a… and measured „b… secondary velocity vec-
tors and streamwise velocity contours in plane SS-1

Table 2 Summary of CFD test matrix

Fig. 5 Inlet conditions for the radially varying velocity „a… and
temperature „b… profiles
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temperature were obtained from the combustor CFD simulations
and used to determine the velocity profiles. Due to the nature of
the coupled solver for highly compressible flows the total and
static pressure profiles of the combustor at engine conditions
could not be simulated simultaneously. Since the previous study
@1# concluded that the total pressure gradients approaching the
vane are the driving factor for secondary flow development,

scaled total pressure gradients from the computations of the en-
gine combustor were simulated. The scaling was accomplished by
calculating a velocity profile from the predicted total pressure and
temperature profiles of the combustor exit assuming a constant
static pressure~midspan value of engine simulations!. The veloc-
ity profile was normalized by the average velocity exiting the
combustor. This normalized profile, along with the average veloc-
ity required to match the inlet Reynolds number for the vane, was
used to calculate the inlet conditions for the simulations. Since the
inlet boundary condition for the CFD simulations also has a con-
stant static pressure, the velocity profile imposed allowed for the
total pressure gradients of the engine condition to be matched.

The resulting velocity profiles~note that the temperature was
considered isothermal! were applied across three vane pitches
with periodic boundary conditions applied outside of these three
passages. The difference between cases 4 and 5 is simply a shift of
the profiles that was 22% of one vane pitch. This shift provided a
systematic comparison of the effect of the total pressure profiles.
Two cases were considered so that nearly every combination of
high and low velocity approaching the vane stagnation could be
analyzed. A constant static temperature and pressure was applied
in order to model a total pressure profile representing the charac-
teristics of the jets. Although the profile at the combustor exit is
not symmetric about the mid-span, the condition was assumed in
the CFD simulations in order to achieve a reasonable size mesh of
23106 cells.

Effects of Radially Varying Total Pressure Profiles
Prior to presenting results of the effect of both pitchwise/

spanwise gradients on secondary flow development, a summary of
cases 1–3 will be given. This is meant to provide the necessary
baseline understanding on the effects of profiles varying normal to
the endwall. For this purpose the focus will be on cases 1–3
summarized in Table 2.

Normalized total pressure contours at the leading edge, Plane
SP ~Figs. 8~a! and 9~a!! graphically display the relationship be-
tween stagnation pressure gradients and secondary flows further in
the passage, Plane SS-1~Figs. 8~b! and 9~b!!. These secondary
flow planes can be compared directly to those of case 1, which
was previously shown in Fig. 4~a! for an isothermal flow with a
boundary layer thickness that was 9% of the span. The total pres-
sure gradient for the case 1 simply decreases towards the endwall
because of the slower velocities in the boundary layer. The pres-
ence of a total pressure gradient such that the total pressure de-
creases as it approaches the endwall drives the flow towards the
endwall. This results in the formation of the horseshoe/passage
vortex for cases 1 and 2. For case 3, however, in which the total

Fig. 6 Inlet boundary conditions for case 4.

Fig. 7 Inlet boundary conditions for case 5

Fig. 8 CFD predictions of total pressure „a…, secondary flow
vectors with streamwise vorticity contours „b…, and tempera-
ture contours „c… for case 2
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pressure is lower at the midspan, there is a reversed, counter-
rotating vortex extending from the endwall to midspan. With a
constant inlet Mach number~not shown in this paper!, Hermanson
and Thole@1# showed that no secondary flow vortex structures
result since the total pressure is uniform. For the uniform Mach
number case, there is, however a component of velocity sweeping
from the pressure to suction sides of the vane.

Secondary flows near the endwall show only a slight difference
from the baseline case even though there is a variation in the total
temperature profiles~Figs. 4~a! and 8~b!!. The real difference that
occurs between these cases is further away from the endwall and
towards the midspan where the flow actually forms another vor-
tex. The larger counterrotating vortex predicted in cases 2–3 is a
result of the temperature profile prescribed at the inlet which
causes a negative gradient in total pressure from endwall to mid-
span. As seen in the streamwise vorticity contours, the tempera-
ture profile and resulting vortex has only a minimum effect on the
streamwise vorticity relative to the vorticity generated near the
wall.

Of particularly important interest in this parametric study are
the distortions of the temperature profiles caused by the secondary
flows. The temperature gradients exiting the combustor, some-
times referred to as hot streaks, are distorted by the secondary
flow patterns in the first stage stator and create unsteadiness in the
rotor downstream. These temperature profiles in combination with
a greater turning angle further complicate the endwall secondary
flow pattern in the rotor. Normalized total temperature distribu-
tions on Plane SS-3~far downstream in the passage! are shown in
Figs. 8~c! and 9~c! for the two previously described cases. The
temperature contours closely correspond to the secondary flow
patterns that have been described. For case 2~Fig. 8~c!! the tem-
perature contours are skewed near the endwall with migration of
the warmer fluid toward the pressure surface at the endwall region
and the cooler fluid near the suction surface. Also, in the region
where the fluid is moving up the pressure surface towards the
midspan the temperature contours are then skewed in this
direction.

Temperature distributions in Plane SS-3 for case 3 are shown in
Fig. 9~c!. Again, the temperature contours are similar to the sec-
ondary flow pattern. For case 3 the endwall region experiences the
lowest temperatures across the plane. The cooler temperatures are
now moving up along the pressure surface with only a small effect
on the suction surface.

The temperature distortions exiting the stator vane bring addi-
tional complications to the flowfield in the rotor vane. Both Butler
et al.@9# and Dorney et al.@24# observed a strong migration of the
warmer fluid to the pressure side and cooler fluid on the suction
side in rotor vanes.~Both studies assumed inlet conditions similar

to case 2.! This separation of the hot and cold fluid is already in
existence at the exit of the stator vane and is then exemplified as
the secondary flow pattern continues in the rotor vane.

The work of Butler et al.@9# can be related to the significance
of the total pressure gradient influencing secondary flows.
Through measurements of CO2 distribution, they observed no sig-
nificant difference in secondary flows with application of a tem-
perature gradient. No difference was expected however, since the
inlet total pressure profile remained the same as in the baseline
case with no temperature gradient. Although the flow pattern did
not change, the temperature gradients at the exit of the stator vane
did become distorted. This led to a difference in the inlet total
pressure gradients to the rotor, additional unsteadiness, and sub-
sequently a large difference in secondary flow patterns as exhib-
ited by the CO2 distributions inside the rotor.

Effects of Pitchwise and Spanwise Total Pressure
Profiles

Two CFD simulations, cases 4 and 5, were analyzed to deter-
mine the effect of a combination of pitchwise and spanwise vary-
ing inlet conditions on endwall secondary flows. These cases con-
sider a velocity profile with constant temperature in order to
achieve an inlet total pressure profile representative of that of the
cooling jets from the combustor. As presented in the previous
section, the inlet total pressure is the driving factor in determining
endwall flows. Although temperature distortions cannot be as-
sessed using this method the pitchwise varying development of
secondary flows can be evaluated. The total pressure profiles for
case 4 and case 5 have regions of high and low pressure near the
endwall to about 15% span~shown in Figs. 6~a! and 7~a!!. Due to
the periodicity of the velocity profile each computational case
simulated three vane pitches. The vane pitch for each case will be
referred to by P1, P2, P3, with P1 corresponding toy/P50.

The mass averaged total pressure loss through each of the six
vane passages is shown in Fig. 10. These were calculated by av-
eraging the inlet quantities across each pitch rather than averaging
over the entire inlet so that a true comparison between pitches can
be made. Figure 10 shows that the largest losses~by nominally
10% above P1 and P3! occurred in P2 for both cases. By looking
at the total pressure loss based on averaged values at the inlet, the
loss coefficients at the entrance to the passage are approximately
zero. Therefore, the loss associated with the inlet profile is essen-
tially equal for each case, and the excess loss in P2~cases 4 and 5!
must be due to secondary flows occurring in the passage.

Fig. 9 CFD predictions of total pressure „a…, secondary flow
vectors with streamwise vorticity contours „b…, and tempera-
ture contours „c… for case 3

Fig. 10 Total pressure loss through the vane passages
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The flowfield and streamwise velocity on plane SS-1 for each
of the passages in case 4 is presented in Figs. 11~a!–~c! with the
streamline patterns as shown in Fig. 11~d!, while case 5 is shown
in Figs. 12~a!–~d!. The flowfields in each of the six passages
exhibit a unique flow pattern demonstrating the effect of the pitch-
wise varying gradients. Elements of the flowfields presented in the
spanwise varying parametric study can be detected. Both the mag-
nitude and direction of the endwall vortices are very different
even between neighboring pitches.

The flowfield in P1 of case 4 reveals a similar pattern to case 3.
Flow is moving up the pressure surface of the vane and there is a
very strongVn component toward the suction side at about 30%
span. There is no sign of the pressure side horseshoe vortex~PSH!
or suction side horseshoe vortex~SSH!. In the next passage, P2,
the flowfield does exhibit the passage vortex as seen in case 1.
This vortex occurs further off the endwall, further from the pres-
sure surface, and occupies a larger region of the endwall than
previously documented, however the flow down the pressure sur-
face and across the endwall indicates the presence of the passage

vortex. In this case, there is no SSH near the suction surface, and
the flow across the endwall continues to encounter the suction
surface. Passage P3 again shows a flowfield with similarities to
case 3 with flow moving towards the midspan along the pressure
surface. This counter rotating vortex occupies a greater area of the
passage than is shown in P1. The streamwise velocity contours
show that the largest amounts of skewing occur near the vane
endwall for the conditions where the cross-flow velocity compo-
nent exists.

Although the inlet profile was shifted by onlyY/P50.22 be-
tween cases 4 and 5, very different flowfields are shown in Fig-
ures 12~a!–~c! from what was seen in Figs. 11~a!–~c!. P1 ~Fig.
12~a!! has flow moving up the pressure surface to form a large
vortex similar to P1 in case 4, but this time the SSH is present in
the suction side-endwall juncture. A flowfield representing a pas-
sage vortex is again seen in P2~Fig. 12~b!!. This vortex occurs
closer to the endwall and pressure surface showing more similar-
ity to case 1. There is no SSH revealed in the vector plot for P2.
There are only very small magnitudes of secondary flows on P3,
but the pattern, which does exist is possibly the most complex
demonstrated on any of the passages. A vortex resembling the
passage vortex is present near the suction surface up to about 15%
span. On the pressure surface, also at about 15% span, flow is
directed toward the midspan in the opposite direction of the vortex
near the endwall. Again, for these simulations the streamwise ve-
locity shows that the streamwise flow is affected most in P2 due to
the large secondary flows.

In order to explain the flow phenomena depicted in Figs. 11 and

Fig. 11 Case 4 secondary velocity vectors and streamwise ve-
locity contours for each passage „a…–„c… and streamlines „d…

Fig. 12 Case 5 secondary velocity vectors and streamwise ve-
locity contours for each passage „a…–„c… and streamlines „d…
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12 the gradients in total pressure in the leading edge stagnation
plane for each passage again must be examined. In this analysis
the gradients in total pressure across the pitch are just as important
and must also be the focus. Recall that the static pressures at the
inlet are approximately constant for these cases. Figures 6 and 7
present the normalized pitchwise total pressure gradients~a! with
the normalized spanwise gradients in Plane SP~b! for P1, P2, and
P3 for cases 4 and 5.

The locations of the stagnation planes are indicated in Figs.
6~a! and 7~a! by dashed lines. Arrows indicate the tendency of
flow to move from regions or pockets of higher pressure to lower
pressure. The high-pressure gradients located aty/P50.8 would
be expected to drive flow in the pitchwise direction towards the
lower pressure region. Similarly, flow from 15% span should have
a strong component of spanwise velocity towards the endwall.
Much smaller magnitudes of secondary flows are expected at
y/P50 due to only small pressure gradients. This plot shows that
the flow will already have a 3-D nature as it moves 75% of a
chord length from the inlet boundary to the vane stagnation with a
very thin boundary layer developing along the endwall. These
gradients will also become more distorted as they are accelerated
inside the vane passage.

Spanwise gradients for case 4, Fig. 6, also indicate~by arrows!
the favorable direction of flow due to the total pressure profile.
Both P1 and P3 have profiles such that the flow may divide at
20% span and move up or down the vane. The movement here
will also depend on the pitchwise distortions, which move the
flow in the out-of-plane direction of the plot. Flow should move
up the vane surface at P3. Note that the magnitude of the pressure
gradients in the spanwise direction are quite small relative to the
pitchwise gradients. The spanwise gradients are also small relative
to the inlet conditions of the spanwise varying inlet profiles~cases
1–3!.

The pitchwise total pressure gradients for case 5 are again
marked with vane spacing and predicted flow in Fig. 7. Since this
pressure profile is the same as in Fig. 6 with a 22% shift, the same
basic motions can be expected as flow approaches the vane. Once
the vane is encountered, however, the interaction with the stagna-
tion and pressure/suction surfaces creates different flowfields from
case 4.

The flowfields can be further predicted for case 5 by looking at
the pressure gradients in plane SP, Fig. 7. The profile at P1 should
drive flow up the vane surface to at least 30% span where an
adverse pressure gradient is then encountered. The spanwise pres-
sure gradients in P2 greatly resemble a boundary layer profile,
such as that in case 1. The gradients occur up to almost 20% span
in this case, but with a smaller pressure deficit than shown for
case 1~Fig. 7!. The profile of P3 should also direct flow towards
the midspan at the leading edge.

Conclusions
Prior to studying the effects of inlet conditions on secondary

flows, CFD results from a baseline case were benchmarked
against the flowfield measurement indicating good agreement. The
effects of both purely radial and combined radial/circumferential
inlet profiles on the development of secondary flows were deter-
mined from a parametric study. Four cases with various combina-
tions of inlet velocity and temperature profiles were compared
with the baseline case to determine the effect of spanwise tem-
perature gradients. Application of a temperature gradient in com-
bination with an inlet boundary layer reduced the streamwise vor-
ticity and spanwise velocity associated with the secondary flows.
Flow also moved up the vane surface forming a large counterro-
tating vortex above the boundary layer to the midspan. A tempera-
ture gradient applied at the inlet with a constant velocity resulted
in large vortex rotating in the opposite direction as the passage
vortex with flow moving away from the endwall up the vane
surface. This vortex had very little streamwise vorticity. A con-

stant Mach number at the inlet showed no vortex formation. The
total pressure gradient is the driving factor for determining the
magnitude of secondary flows in the passage.

Temperature contours showed that the secondary flow pattern
distorts the temperature for each case. With a temperature gradient
and a turbulent inlet boundary layer there was a migration of the
cooler temperature to the suction surface. The cooler temperatures
moved up the pressure surface in the case of a temperature profile
with a constant inlet velocity. Since there were no secondary flows
with a constant inlet Mach number there was also very little tem-
perature distortion.

Secondary flow patterns were predicted for two cases with a
pitchwise and spanwise total pressure gradient. Six very unique
flow patterns resulted from the inlet profile. Characteristics of the
flows could be compared with and predicted from the cases ana-
lyzed that considered only spanwise inlet profiles. In one passage,
flow moved up the vane surface while in the neighboring passage
the classic flow pattern depicted in flow models was formed.
Again, the flow patterns were a function of the total pressure
gradients in the leading edge region in both the spanwise and
pitchwise directions. In regions of low spanwise pressure gradient
at the leading edge there was very little streamwise vorticity
downstream in the passage.

The results from the pitchwise and spanwise varying profiles
have not been previously documented. The results demonstrate the
need to consider realistic combustor exit profiles in stator design.
It may be possible to align high and low pressure regions exiting
the combustor with the first stage stator to minimize the resulting
secondary flows. The presented results also provide reasoning for
gas turbine field experience revealing that some airfoils show
heavy degradation leading to a shorter life while neighboring
components remain intact over time.
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Nomenclature

C 5 true chord of stator vane
k 5 turbulent kinetic energy

Ma 5 Mach number
ṁ 5 mass flow through passage
n 5 coordinate normal to inviscid streamline
p 5 static pressure
P 5 pitch

PO 5 total pressure
Re 5 Reynolds number,CU/n

s 5 coordinate aligned with inviscid streamline
S 5 span of stator vane

Ts 5 static temperature
U 5 freestream velocity

U, V,
W 5 absolute velocity components

u, v,
w 5 secondary flow plane, transformed velocity compo-

nents
Vs 5 streamwise velocity, u coscms1v sincms
Vn 5 normal velocity,2u sincms1v coscms
Vz 5 spanwise velocity,w

X, Y,
Z 5 absolute, stationary, coordinate system
x 5 distance normal to secondary flow plane
y 5 distance tangent to secondary flow plane
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Ys 5 pressure loss coefficient,
**ru@2(po, inlet2po /rU inlet

2 #dA/ṁ
d 5 boundary layer thickness

DP 5 normalized pressure,
« 5 dissipation
n 5 viscosity
r 5 density

Vs 5 streamwise vorticity,VX cos(cms)1Vy sin(cms)
Vx 5 x-vorticity, ]W/]Y2]V/]Z
Vy 5 y-vorticity, ]U/]Z2]W/]X

cms 5 midspan turning angle, tan21(vms/ums)

Subscripts

inlet 5 value at 0.7 C upstream of vane
max 5 maximum value in profile
mid 5 value at vane midspan

ex 5 value at vane exit
avg 5 mass-averaged value
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St and cf Augmentation for Real
Turbine Roughness With
Elevated Freestream Turbulence
Experimental measurements of skin friction~cf! and heat transfer (St) augmentation are
reported for low speed flow over turbine roughness models. The models were scaled from
surface measurements taken on actual, in-service land-based turbine hardware. Model
scaling factors ranged from 25 to 63, preserving the roughness height to boundary layer
momentum thickness ratio for each case. The roughness models include samples of de-
posits, TBC spallation, erosion, and pitting. Measurements were made in a zero pressure
gradient turbulent boundary layer at two Reynolds numbers~Rex5500,000 and 900,000)
and three freestream turbulence levels (Tu51%, 5%, and 11%). Measurements at low
freestream turbulence indicate augmentation factors ranging from 1.1–1.5 for St/Sto and
from 1.3–3.0 for cf /cf o ~Sto and cf o are smooth plate values). For the range of rough-
ness studied (average roughness height, k, less than 1/3rd the boundary layer thickness)
the level of cf augmentation agrees well with accepted equivalent sandgrain~ks! corre-
lations when ks is determined from a roughness shape/density parameter. This finding is
not repeated with heat transfer, in which case the ks-based St correlations overpredict the
measurements. Both cf and St correlations severely underpredict the effect of roughness
for k1,70 (when ks, as determined by the roughness shape/density parameter, is small).
A new ks correlation based on the rms surface slope angle overcomes this limitation.
Comparison of data from real roughness and simulated (ordered cones or hemispheres)
roughness suggests that simulated roughness is fundamentally different from real rough-
ness. Specifically, ks values that correlate cf for both simulated and real roughness are
found to correlate St for simulated roughness but overpredict St for real roughness. These
findings expose limitations in the traditional equivalent sandgrain roughness model and
the common use of ordered arrays of roughness elements to simulate real roughness
surfaces. The elevated freestream turbulence levels produce augmentation ratios of 1.24
and 1.5 ~St/Sto! and 1.07 and 1.16~cf /cf o! compared to the Tu51% flow over the
smooth reference plate. The combined effects of roughness and elevated freestream tur-
bulence are greater than their added effects suggesting that some synergy occurs between
the two mechanisms. Specifically, skin friction augmentation for combined turbulence and
roughness is up to 20% greater than that estimated by adding their separate effects and
8% greater than compounding (multiplying) their separate effects. For heat transfer aug-
mentation, the combined effect of turbulence and roughness is 5% higher than that esti-
mated by compounding their separate effects at high freestream turbulence (Tu511%). At
low turbulence (Tu55%), there is a negative synergy between the two augmentation
mechanisms as the combined effect is now 13% lower than that estimated by compound-
ing their separate effects. @DOI: 10.1115/1.1505851#

Keywords: Roughness, Turbulence, Turbine

Introduction and Background

Modern land-based turbine airfoils operate in severe environ-
ments with high temperatures and near critical stresses. Highly
turbulent combustor exit flows spew hot combustion products and
other airborne particulates at the turbine surfaces for more than
20,000 hours before regularly scheduled maintenance. Due to this
harsh operating environment, turbine surfaces experience signifi-
cant degradation with service. Measurements reported previously
by this author@1# and others@2–4# indicate an order of magnitude
or greater increase in rms roughness is typical for a first stage high
pressure turbine vane or blade.

For over twenty years, the effects of these elevated levels
of surface roughness on turbomachinery performance have
been studied at all practical levels; from fundamental flat-

plate wind tunnel research, to multi-blade cascade facilities, to
full-up system level tests. These studies all support the expected
result that roughness increases surface drag and heat transfer
~though to varying degrees!. For turbomachinery, this translates to
higher heat loads, accelerated part degradation, and lower stage
efficiencies.

At the system level, Blair@5# was perhaps the first to report
roughness-related increases in St on a rotating turbine facility. In
his study, premature boundary layer transition combined with
other roughness-induced effects to produce a nearly 100% in-
crease in St for some cases. Guo et al.@6# also reported a two-fold
increase in heat transfer for a factor of 25 increase in roughness
height~Rz! on their fully scaled nozzle guide vane facility. In their
studies with compressors and pumps, Boynton et al.@7#, Suder
et al. @8#, and Ghenaiet et al.@9# all observed 3–5 points loss in
efficiency with roughened blades. With the exception of Ghenaiet
et al., who actually simulated metal erosion due to sand inges-
tion, all of these system-level tests have been conducted using-
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uniformly distributed roughness~e.g., sand or painted-on
particulates!.

Sand and powders have also been used to simulate rough sur-
faces in turbine cascades, where more detailed blade surface mea-
surements can be made@10–12#. These studies have each docu-
mented effects similar to those of their system-level counterparts;
accelerated boundary layer transition, increased heat transfer, and
increased blade losses. A fourth cascade study by Abuaf et al.@13#
explored the benefits of metal polishing processes and found that
a factor of three reduction in centerline-averaged roughness pro-
duced up to a 15% reduction in blade surface integrated heat
transfer at some Reynolds numbers.

Unlike system and cascade level tests, flat-plate wind tunnel
testing has explored a broader spectrum of surface roughness
characterizations. In addition to sand roughness experiments
@2,14#, researchers have used distributed cylinders@15,16#, spheri-
cal segments@17,18#, cones@19,20#, and pedestals@21#. In each
case, the roughness element size and spacing was selected to
match a predetermined set of roughness statistical parameters.
This set could include traditional parameters such asRa or Rz
(Rz5k, the mean roughness height! or more sophisticated char-
acterizations such as correlation length@17#, rms deviation of sur-
face slope angles@2#, or a roughness shape/density parameter@20#
in combination with other parameters. The majority of these re-
searchers have also correlated their findings in terms of the
equivalent sandgrain roughness,ks , in an effort to translate their
characterizations of turbine roughness into the much wider array
of roughness encountered in pipe flows and external aerodynam-
ics. A notable exception to this is the work of Taylor et al.@17#
which has pursued a discrete-element model~DEM! to evaluate
distributed roughness elements. Both methods (ks and DEM! have
met with varying degrees of success when brought to bear at the
cascade and system level. Consequently, designers and operators
continue to make significant allowances~safety margins! for un-
certainty when calculating heat transfer or losses in operating
rough turbines.

It is possible that part of this difficulty in modeling lies with the
fact that different roughness-producing mechanisms~deposits,
erosion, pitting, and coating spallation! have unique surface fea-
tures. For example, as shown in@1#, pitting and spallation have
large roughness recesses below the surface mean line while de-
posits are characterized by peaks above the mean line. Fundamen-
tal fluid dynamics research~most recently by Kithcart and Klett
@22#! has shown that recesses have a more marked effect on St
than oncf when compared with hills of equivalent dimensions.
This is attributed to the reduced from drag and enhanced three-
dimensional flows ~vortices! associated with recesses versus
peaks. Nuances such as this can easily be lost when 1 or 2 rough-
ness parameters are used to characterize a wide variety of rough
surfaces with discrete, uniform elements. This then creates biases
in the final roughness correlation which accentuate one type of
roughness while de-emphasizing another.

One way to avoid this bias generated by distributed roughness
characterizations of ‘‘real’’ roughness is to employ scaled replicas
of actual turbine surfaces in fundamental wind tunnel testing. Re-
sults can then be evaluated without bias to a particular dominant
shape or spacing. The objective of the present study is to begin
building such a database. Accordingly, a diverse~though certainly
not comprehensive! collection of six actual surface roughness
samples~from @1#! were scaled and tested in a flat plate wind
tunnel. Both cf and St were measured and comparisons were
made with contemporary roughness correlations found in the open
literature. Correlations were also attempted with a number of the
roughness parameters cited in previous studies and the most
promising candidates were identified.

In addition, it is natural for the turbine designer to be suspicious
of data taken in the often pristine laboratory environment. Thus,
the relevance of laboratory findings to the actual turbine operating
environment is of critical importance. One of the significant fea-

tures of turbine flow fields that could have a synergistic effect
with roughness in freestream turbulence. There have been very
few studies which have considered the coupled effects of
freestream turbulence and surface roughness. Turner et al.@11#
found the effect of grid-generated~;7%! turbulence to be similar
to a two order of magnitude increase in Ra~as determined by the
blade mean heat transfer coefficient!. The combined effect of tur-
bulence and roughness was approximately additive. A similar
finding was reported by Bogard et al.@20# for turbulence levels up
to 17%. Finally, the results reported by Hoffs et al.@12# using 5
and 10% turbulence in a cascade facility with rough blades lack
sufficient detail to determine whether roughness and turbulence
effects are complementary. However, the effects of the two differ-
ent mechanisms on heat transfer are clearly shown to be distinct
and significant. The present study expands the existing database to
include both St andcf measurement at 5 and 11% freestream
turbulence. Again, these measurements are taken using scaled
‘‘real’’ roughness models versus the simulated roughness charac-
terizations~e.g., sand or cones! employed in previous studies.

Surface Roughness Measurement and Fabrication
In preparation for the current study, nearly 100 land-based tur-

bine components were assembled from four manufacturers: Gen-
eral Electric, Solar Turbines, Siemens-Westinghouse, and Honey-
well ~formerly Allied-Signal! Corporation. The articles were
selected by each manufacturer to be representative of surface con-
ditions generally found in the land-based gas turbine inventory.
Chord dimensions on the assembled blades and vanes ranged from
2 to 20 cm and included samples with thermal barrier coatings
~TBC!. In order to respect proprietary concerns of the manufac-
turers, strict source anonymity has been maintained for all data
presented in this publication.

Extensive 2-D and 3-D surface measurements were made on
the assembled hardware@1# using a Taylor-Hobson Form Talysurf
Series 2 contact stylus measurement system. This device uses a
1.5mm radius diamond-tipped conical stylus to follow the surface
features for a given part. The instrument has a maximum horizon-
tal stroke of 50 mm and can measure a total vertical range of 2
mm with a precision of 32 nm. 3-D measurements were made by
indexing the part by specified increments in the horizontal direc-
tion perpendicular to the stroke of the contact stylus. Increments
from 5 to 40 microns were used to map out regions from 131 mm
square to 40340 mm square for various components. Once a 3-D
map was taken, the Talymap™ software was used to remove the
part’s form with a polynomial least squares surface fit. With the
form removed, the relevant statistics could be extracted from the
roughness data. Evaluations were conducted to compute the cen-
terline averaged roughness,Ra, the rms roughness,Rq, the maxi-
mum peak-to-valley roughness,Rt, the skewness,Sk, and the kur-
tosis,Ku, as defined in the following (ymean50):
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Each 3-D map was also evaluated in smaller subsets~or cutoffs!
to estimateRz, the average of the local Rt values over the entire
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map.Rz is commonly used as an estimate of the average rough-
ness height,k. The 3-D maps were then evaluated using 2-D auto-
correlations in both the streamwise and cross-stream directions.
The correlation lengths,lc , were calculated as the distance at
which the autocorrelation functions fell to a value of 0.1. In addi-
tion, by dissecting the 3-D surface map into its 200 to 1000 indi-
vidual 2-D traces, the local surface slope angles between each
measurement point could be calculated. The sum of these angles
over the entire 3-D surface was then used to compute the rms
deviation of surface slope angles,a rms, considered by some
@2,20# to be an important roughness parameter.a rms was calcu-
lated for both the streamwise and cross-stream directions.

One final measurement made from the 3-D surface maps was
the roughness shape/density parameter,ls . This parameter was
developed by Sigal and Danberg@23# to correlate theks estima-
tion process to both the spacing and shape of roughness elements.
The parameter was derived for use with two and three dimen-
sional roughness elements~e.g., ribs or cones! mounted to a
smooth surface. It is defined as

Ls5
S

Sf
S Af

As
D 21.6

(6)

where S is the reference area of the sample surface~without
roughness!, Sf is the total frontal surface area of the roughness
elements on the sample.As is the windward wetted surface area of
a roughness element, andAf is the frontal surface area of a rough-
ness element. Since the surfaces being evaluated in this study
were real roughness surfaces rather than ordered cones or hemi-
spheres, the calculation ofAf , Sf , and As was adapted accord-
ingly. To do so, each cell of the 3-D surface height matrix was
evaluated independently to determine its windward frontal area
and windward wetted area~50 for leeward facing cells!. Since no
four adjacent nodes that define a cell in the height matrix are at
exactly the same elevation, no cell escaped this evaluation. This is
equivalent to presuming that the surface is a collection of dissimi-
lar roughness elements with no gaps. Accordingly, theAf andAs
are computed as the average value from all the cells determined in
this manner.Sf is the sum of all cellAf values. Performing the
calculation cell by cell in this manner removed any subjectivity
that might have been introduced by selecting only conically
shaped peaks above some critical height in the surface height
matrix. The values ofLs were then used to estimateks for each
surface using a curve fit to data assembled by Sigal and Danberg
and repeated in@20#.

logS ks

k D521.31 log~Ls!12.15 (7)

This same cell-by-cell computation yielded yet another area ratio
found to be of some importance in this study. This is the total
wetted surface area~both windward and leeward! to smooth sur-
face area ratio (Sw /S).

Of the 25 3-D maps reported in@1#, six were selected for this
study. These include one pitted surface, two coated/spalled sur-
faces, one fuel deposit surface, and two erosion/deposit surfaces.
The statistics for the scaled models of each of the six surfaces are
contained in Table 1. Representative 2-D traces from each surface
are shown in Fig. 1.~Note: the vertical dimension has been mag-
nified to show roughness features.! The first is a surface that ex-
hibited severe pitting. It is pockmarked with 40-80mm deep cra-
ters~unscaled dimensions!, each with a width-to-depth ratio of 10
to 20. The second surface is a TBC coated surface that exhibited
intermittent debond without spallation. This created an undulating
surface with a regular pattern of peaks and valleys not unlike
closely packed spherical segments. Surface no. 3 is a TBC surface
which experienced extensive spallation. Surface no. 4 is an ex-
ample of fuel deposits that are elliptical in shape and aligned with
the streamwise flow direction. The last two surfaces are represen-
tative of combined erosion and deposits with smaller, more jagged
roughness elements than surface no. 4.

To scale these six surfaces for wind tunnel testing, two param-
eters were monitored: the roughness height to boundary layer mo-
mentum thickness ratio~Rz/u! and the roughness regime as de-
fined byk1 (Rek in some texts!. To properly compute these two
parameters for the turbine hardware used in this study would have
required a detailed knowledge of the operating environment~pres-
sures, temperatures, etc...! for each of the measured blades. Using
this operational data, a boundary layer calculation could be per-
formed to computeu ~for Rz/u! andut ~for k1). Since operational
data was not supplied by the manufacturers, estimates of these
parameters were made as follows. For all cases, the blade Rey-
nolds number, Rec, was approximated at 23106. This is in the
range of values considered typical for high pressure turbine vanes/
blades as reported by other researchers@4,13#. The local momen-
tum thickness at the given 3-D map’s chordwise location was then
estimated using a zero pressure gradient, incompressible, turbu-
lent boundary layer correlation from the leading edge to that point
on the blade@d/x50.16Rex

21/7 or d/c50.16(x/c)6/7Rec
21/7 and

u>0.097d from a power-law-boundary layer profile#. Admittedly,

Fig. 1 Sample 2-D traces from each of the six scaled rough-
ness surfaces. Surfaces nos. 1 to 6 ordered from top to bottom.
Traces are offset vertically to eliminate overlap.

Table 1 Statistics and measurements for six scaled rough sur-
faces. „Notes: k s from Eq. „7…, ‘‘ k¿ actual’’ estimated for actual
hardware at Re xÄ2Ã106, ‘ ‘ k¿ model’’ for model surfaces at
RexÄ900,000 in tunnel, ‘‘ k adj ’ ’ and ‘‘ k adj

¿’ ’ as defined in report. …
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this estimate is an oversimplification. Turbine blade boundary lay-
ers are not turbulent from the leading edge and they are subject to
pressure gradients, transonic Mach numbers, freestream turbu-
lence, and~of course! roughness. Yet, the range ofRz/u estimates
obtained by this method~0.5 to 3! are comparable to those ob-
tained by more sophisticated means@20,21# ~see Table 1!. More-
over, even a more rigorous, fully-scaled computational estimate
on a smooth blade geometry would not account for the boundary
layer altering effects of the surface roughness and may not be
more accurate. Finally, the goal of this study is not to assess
engine-specific roughness effects but rather to use realistic turbine
roughness to develop an improved physical understanding that
will benefit the entire turbine industry. So, the simple estimates
were deemed appropriate and adequate.

From this estimate foru, the ratioRz/u was computed and the
necessary scaling was determined for each 35D map. At the
nominal Rex of 93105 used in this study, the boundary layer
momentum thickness in the wind tunnel is approximately 2 mm
(Reu>1500). This mandated scalings between 25 and 63 depend-
ing on the model~Table 1!.

Because of the inherent difficulty with trying to match 2 param-
eters simultaneously for a wide variety of surfaces, thek1 rough-
ness scaling was monitored to insure operation in the same rough-
ness regime for the actual part and the scaled model. Nikuradse
@24# classified roughness into three regimes: aerodynamically
smooth (k1,5), transitionally rough (5,k1,70), and com-
pletely rough (k1.70). In the smooth regime, roughness is not a
factor andcf is only a function of Re. In the completely rough
regime, roughness dominatescf which becomes essentially inde-
pendent of Re. Finally, in the transitionally rough regimecf
is a function of both roughness and Re. Again, for the present
study a standard, zero-pressure gradient boundary layer correla-
tion for cf (cf50.026Re21/7) was used to estimatek1(k1

5Rec(ks /c)Acf /2) for each surface. Use of the Sigal-Danbergks
correlation~Eq. ~7!! insured thatks scaled directly withk ~Rz! the
result being thatk1 was in the same regime for each surface and
its scaled model. Bothk1 estimates are listed in Table 1 and are
calculated usingks values obtained from Equation 7. For the ac-
tual bladek1, empirical estimates forcf and Rec were employed
as outlined in the foregoing, whereas the modelk1 is obtained
using values from the experiment.

Once properly scaled, plastic roughness models were fabricated
using a StrataSys Inc. GenSys Xi 3-D printer. The printer has a
maximum part fabrication size of 20033003200 mm and creates
models by extruding plastic in 0.3 mm thick layers to slowly build
up the part. The typical wind tunnel roughness model was com-
posed of six individual roughness panels~140 mm3120 mm
each! with a mean thickness of 6 mm. Arranged three abreast, the
panels nearly fill the wind tunnel test section width of 380 mm. If
after scaling the 3-D roughness map there was insufficient area to
fill the entire wind tunnel test section~280 mm3360 mm!, the
roughness data were mirrored until the minimum area require-
ments were satisfied.

Description of Experimental Facility

Wind Tunnel Facility. The research facility used for the ex-
periments is shown in Fig. 2. The open loop wind tunnel uses a
main flow blower to provide a nominal mass flow of 1.2 kg/s to
the test section. A heat exchanger at the main flow blower dis-
charge can be used to vary the flow temperature from 18–54°C.
The main flow enters a conditioning plenum of 0.6 m diameter
before reaching the rectangular test section. This conditioning ple-
num has one layer of perforated aluminum plate followed by 7.6
cm of honeycomb straightener, and three layers of fine screen. A
circular-to-rectangular foam nozzle conducts the flow from the
plenum cross-section to the 0.24 m by 0.38 m test section. With
this conditioning, 2-D flow uniformity of63% in velocity is ob-

tained over the center 0.32 m of the test section span. Without
employing turbulence generation devices, the freestream turbu-
lence level at the test section was 1%.

At 1.22 m from the plenum exit a knife-edge boundary layer
bleed with suction removes the bottom 1.27 cm of the growing
boundary layer, making the aspect ratio~span/height! of the final
test section approximately 1.7. The top wall of this final section
pivots about its forward end in order to adjust the pressure gradi-
ent in the tunnel. For the tests presented here, the wall was ad-
justed to produce zero freestream acceleration over the roughness
test panels. At 2.54 cm from the boundary layer suction point, a
1.6-mm-dia cylinder spans the test section to trip the boundary
layer to turbulent. This is approximately the height of a fictitious
turbulent boundary layer starting from the knife-edged bleed. The
leading edge of the roughness panel sections are located 1.04m
from the boundary layer suction point. The roughness panels~gen-
erally six panels make a single set! are installed in a 0.28-m
streamwise gap in the lower wall. The tunnel then continues
0.62m beyond the trailing edge of the roughness panels. Accord-
ingly, the flow experiences a transition from a smooth to rough
wall condition at the leading edge of the roughness panels. This
experimental setup departs from traditional roughness experi-
ments in which the entire development length of the boundary
layer is roughened. Studies by Antonia and Luxton@25# and more
recently by Taylor and Chakroun@26# show that this smooth to
rough transition results in an initial overshoot incf and St fol-
lowed by a fairly rapid adjustment to the appropriate rough-wall
values. Both researchers report an adjustment length equivalent to
3-4 boundary layer thicknesses with up to 20% initial overshoot.
To mitigate the effect of this transition region, the heat transfer
data were taken on the downstream half of the roughness section
~beyond the expected adjustment length!. The cf measurement,
however, was made using a bulk method~as described in the
forthcoming! and represents an average value over the entire
roughness panel set. To reduce the influence of the initial over-
shoot, the leading edge of the roughness panels were faired over
the initial 20 mm. Nonetheless, the effect could not be altogether
eliminated and its influence on the measured value ofcf was not
assessed. That said, the actual turbine roughness measurements
reported by Bons@1# and Taylor@3# do show rapid spatial varia-
tions in surface roughness. So, this experimental configuration
may be more representative of the real turbine blade surface than
a fully rough wall from the leading edge of the tunnel.

Freestream turbulence is generated using two distinct methods.
For high turbulence generation, a ‘‘Tee’’ located upstream of the
conditioning plenum inlet leads to a bypass blower, which gener-
ates a bypass flow in parallel with the main flow. This bypass flow
is reinjected from two opposing rows of holes located on the top
and bottom of the test section, 1.02 m upstream of the boundary
layer bleed. A heat exchanger in the bypass line is used to remove
the heat of compression from the bypass flow. This jet-injection
turbulence generation device produces a turbulence level of 11%
at the roughness panels. A standard square-bar grid was used to

Fig. 2 Schematic of flat plate wind tunnel at AFRL in heat
transfer measurement configuration
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obtain a lower turbulence level of 5%. The grid is composed of
1.34 cm square bars spaced 6 cm apart and is located 0.2 m
upstream of the boundary layer bleed.

Flow velocity is measured using a single-element hot-wire an-
emometer. A co-located flow thermocouple with 0.3 mm bead
diameter is used for flow temperature measurement. The two in-
struments are mounted on a 3-axis traverse system located atop
the wind tunnel. A magnetically encoded linear position indicator
affixed to the traverse was used to determine the probe position to
within 2.5 mm. Uncertainty in the velocity measurement stems
primarily from the calibration fit accuracy. When compared to a
co-located Kiel probe velocity measurement, the error is within
61.5% at flow rates of interest.

cf Measurement. A number of researchers have struggled
with the complexities of making drag measurements over rough
surfaces. Two common methods relying solely on velocity mea-
surements are a boundary layer momentum balance and log-
region curve fitting. For a zero streamwise pressure gradient flow,
the change in boundary layer momentum thickness~u! can be
related directly tocf by cf52du/dx. This is the momentum bal-
ance method. It requires a minimum of two velocity profiles sepa-
rated by a streamwise distance~dx! over the rough surface. The
second method assumes the presence of a log-linear region in the
rough wall turbulent boundary layer velocity profile~when plotted
in wall units!. This ‘‘log-law’’ region has been shown to be
present in rough wall data, though the log-region constant~B! is
typically adjusted as a function ofks . Both of these methods
require assumptions to be made about they50 wall elevation,
which is problematic for rough surfaces. Considering this and
other drawbacks of velocity-basedcf measurements. Acharya
et al. @2# concluded that, ‘‘an accurate independent measurement
of cf is thus of central importance to any experiment on rough-
wall boundary layers.’’ Based on this conclusion, Acharya et al.
employed a force-balance to measure the actual skin friction force
on a roughness coupon in their flowfield.

Following this reasoning, the present work uses a hanging ele-
ment balance to obtaincf . The balance configuration is shown in
Fig. 3. Four 0.25-mm-dia, 0.7 m long Nichrome wires attached to
an apparatus atop the tunnel allow the roughness panels to be
freely suspended in the floor of the wind tunnel. The wires are
located outside the wind tunnel and are affixed to the four corners
of a metal support plate upon which the six plastic roughness
panels are mounted. When air is flowing in the tunnel, the plate
moves downstream under the applied shear force. This motion
was a maximum of 1.9 mm for the roughest panel tested~with
turbulence!. This horizontal plate motion is accompanied by a
slight vertical plate motion~2.6 mm for the maximum case! of the
heavy support plate which produces the necessary restoring force.

For small-angle motions such as this, the restoring force is ap-
proximately linear with streamwise plate deflection. Using a
string-pulley apparatus with fractional gram weights, this restor-
ing force was calibrated over the full range of deflections ob-
served in practice. The plate deflection was measured using a
Capacitec Model no. 4100-S capacitance meter mounted to the
side of the test plate, outside the tunnel walls. The meter is sta-
tionary, while a parallel metal bracket is mounted to the moving
panel. The air gap between the stationary meter face and the
parallel bracket face is the capacitor thickness. The required
ground loop from the moving bracket to the power supply and
meter is formed using the metal suspension wires. In this way, no
friction is added to the plate motion due to the meter. The wire-
pulley calibration is remarkably linear and repeatable with least
squares correlation coefficients of 0.9999 and repeatable slopes
within 61.5%.

The test plate is suspended with a 0.5 mm gap at the leading
edge and a trailing edge gap which is 0.5 mm greater than the
maximum expected excursion. These gaps allow unrestrained mo-
tion of the plate under the applied shear force. The gaps also
permit differential pressure forces to affect the net displacement of
the test plate. To mitigate these pressure forces, the leading edge
gap was covered with a 0.05-mm thick stainless steel sheet with 7
mm overlap with the roughness panels. The initial 10 mm of each
panel was smooth to accommodate this overlap without interfer-
ence. Despite this precaution, differential pressures still accounted
for 5–15% of the net plate motion. To calculate this component of
the force, three pressure taps were installed at mid-plate thickness
on the adjoining stationary plexiglass pieces, both upstream and
downstream of the suspended aluminum support plate with the
roughness panels. The three pressure taps were ganged together to
produce mean pressures for both the leading and trailing edge of
the free-floating test section. A Druck LPM-5481 low pressure
transducer was used to monitor this differential pressure and de-
duct it from the total displacement~force! measured by the Ca-
pacitec meter. With these precautionary measures, smooth platecf
values were found to be within 5% of standard correlations. Re-
peatability was within62.8% ~for 1% Tu! and bias uncertainty
was estimated at60.00022 for the smooth plate measurement of
cf50.00354 at Rex5900,000. The operation of the Druck trans-
ducer and Capacitec meter were found to be very sensitive to
temperature, greatly affecting the quoted uncertainty. As such, the
main flow heat exchanger was employed to maintain constant
room temperature to within60.5°C during testing.

St Measurement. For the heat transfer measurements, a FLIR
Thermacam SC 3000 infrared camera system is mounted with the
lens fit into a hole in the plexiglass ceiling of the tunnel. The
camera has a sensitivity of 0.03°C~at 30°C! and allows framing
rates of approximately one Hz. At the focal distance of 37 cm, the
camera field of view is roughly 70390 mm. This limited field of
view is centered at a distance of 1.20 m from the leading edge of
the tunnel floor. This puts the mean streamwise position of the
heat transfer measurement roughly 2 cm downstream of the center
of the roughness panels~x51.18 m!. The 3203240 pixels of the
FLIR camera allowed excellent resolution of the roughness fea-
tures during the transient experiments. For the measurements re-
ported in this study, however, the surface temperatures were sim-
ply area-averaged to obtain the representative surface temperature
history required for St determination.

The Stanton number was determined from this surface tempera-
ture history using the method of Schulz and Jones@27#. This tech-
nique uses Duhamel’s superposition method to calculate the sur-
face heat flux given the surface temperature history. It assumes the
panels are a semi-infinite solid at constant temperature at time
t50. To accomplish this, the entire test section was soaked at
room temperature for several hours before testing. Using the main
flow heat exchanger, a hot-gas air flow was then initiated instan-
taneously while monitoring the freestream velocity and tempera-
ture as well as the average surface temperature~with the IR cam-

Fig. 3 Schematic of floating panel c f measurement apparatus
on AFRL wind tunnel
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era!. The heat transfer coefficient~h! at theith time step was then
calculated using the expression from Schultz and Jones.
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In this expression, the summation is made over all steps prior to
the ith time step. A typicalh history calculation using this method
is shown in Fig. 4. As shown, after some initial instability due to
random temperature fluctuations over the initial time steps, the
history settles down to a near constant value. The figure also
shows the transient flow and surface temperatures over the same
time history. The thermophysical properties, thermal conductivity
~k! and thermal diffusivity (a5k/rcp), for the plastic panels
were determined using a National Standards conductivity meter
and calorimeter. The measurements yielded the following values:
k50.226 W/mK65% andcp51913 J/kgK63%. The plastic den-
sity is 1207 kg/m362%.

For heat transfer measurements, the hangingcf balance was
removed and the six roughness panels were mounted on a 12-mm-
thick plexiglass sheet. This plexiglass sheet has approximately the
same thermophysical properties as the plastic panels to avoid ther-
mal wave reflections at the contact surface. A thermocouple sand-
wiched between the panels and the plexiglass sheet indicated a
slight rise in temperature after approximately 30 s for the typical
test case. Thermocouples mounted to the underside of the plexi-
glass support sheet showed no significant change within the total
test time of approximately 90 s. This confirmed the use of the
semi-infinite conduction assumption in the data processing. Un-
certainties due to surface radiation were eliminated by performing
an in-place calibration with the panels soaked at various tempera-
tures over the range of tunnel operation. Thermocouples mounted
in the test panel assured uniform temperatures to within60.5°C
during this calibration. The average of these thermocouple read-
ings was then correlated to the average surface temperature as
recorded by the infrared camera. This measured difference be-
tween the actual temperature and the recorded infrared tempera-
ture was used to adjust the recorded temperature histories during
transient testing. In this way, radiation heat transfer losses are
accounted for in the final temperature history. The infrared mea-
surement was also sensitive to the temperature of the air between
the roughness panels and the receiving optics, since radiation from
the plate to the camera is partially absorbed by the surrounding air
as a function of temperature. The FLIR software accounts for this
by allowing the user to input the ambient air temperature. Since
the heat transfer test was transient, this input was adjusted in
post-processing to track the freestream temperature from the flow
thermocouple as a function of time.

By meticulously accounting for various losses as outlined
above, smooth plate St values were found to be within 3% of a

standard correlation. Repeatability was within63% and bias un-
certainty was estimated at60.00008 for the smooth plate mea-
surement of St50.00215 at Rex5900,000.

Results and Discussion
The results are presented in order of increasing complexity.

First, the smooth plate data are presented to verify that the wind
tunnel facility meets the accepted standards for a zero-pressure
gradient, turbulent boundary layer. Following this, the rough plate
data are presented in detail. A smaller subset of this data is con-
tained in@28# with limited discussion. Finally, the elevated turbu-
lence data are presented for the smooth and rough panels in that
order.

Smooth Baseline. The smooth plate St and cf data are pre-
sented in Figs. 5 and 6 for two Reynolds numbers. Standard flat
plate correlations forcf and St@29# are also indicated on the plots
as follows:

cf5
0.026

Rex
1/7 (8)

St5
0.5cf

Prt1A0.5cf@5Pr15 ln~5Pr11!214Prt#
(9)

The smooth plate data shows agreement to within 5 and 3% of the
cf and St correlations, respectively.

Effect of ‘‘Real’’ Roughness. The same figures also show the
cf and St values obtained for the six rough panels at the same two
Rex values. St augmentation ratios~St/Sto! vary from 1.1–1.5 and
cf /cf o varies from 1.3–3.0~a factor of 3–4 times greater augmen-
tation!. This St augmentation can only be partially explained by

Fig. 4 Typical temperature and h histories during transient
test

Fig. 5 Skin friction versus Reynolds number for smooth and
rough panels

Fig. 6 Stanton number versus Reynolds number for smooth
and rough panels
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the increased wetted surface area of the rough panels (SW/S),
which ranges from 1.01–1.22~Table 1!. As indicated previously,
empirical correlations forcf and St of rough surfaces have uni-
versally been developed based on experimental data with either
sand roughness or uniform arrays of roughness elements. Even the
uniform roughness array data are generally converted to equiva-
lent sandgrain roughness,ks , before correlation. So, in order to
assess how well these correlations apply to the ‘‘real’’ roughness
in this study, theks from each roughness type must be determined.
These values were computed based onLs ~Eq. ~7!! and are tabu-
lated in Table 1.

A comparison with four cf roughness correlations is shown
in Fig. 7 for the data at Rex5900,000. These correlations are
respectively:

cf5@1.413.7 log~x/ks!#
22 from White @30#

cf50.168@ ln~84d/ks!#
2 from Kays and Crawford@31#

cf5@2.8711.58 log~x/ks!#
22.5 from Schlichting@32#

cf5@3.47610.707 log~x/ks#
22.46 from Mills @29#

The smoothcf value is indicated as a dashed line in Fig. 7 for
reference. As shown, the correlations bound the data for all but the
first three surfaces. It should be noted that these correlations were
all developed using data in the fully rough regime (k1.70). Ref-
erencing the model k1 data in Table 1, it is clear that the first three
surfaces in the plot do not meet this criterion. Hence, the correla-
tions significantly underpredictcf for these panels~even falling
below the smooth reference at very lowk1). The fact that thecf
correlations nicely bracket the experimental data in the fully
rough regime suggests thatks ~as estimated usingLs in Eq. ~7!!
might be an appropriate parameter forcf prediction of ‘‘real’’
rough surfaces in this regime. In the other roughness regimes,
however, theks values obtained using Eq.~7! are clearly inappro-
priate. Most notable are the two ‘‘aerodynamically smooth’’ plates
(k1,5) which are clearly not smooth. In this regime, an equiva-
lent roughness parameter directly related to the characteristic
roughness height,~e.g.,ks5k/2), is perhaps more appropriate. If
this simple relation is substituted for the Eq.~7) ks formulation in
cases where it yieldsks,k/2, the results are closer to reality.
Predictions with each of the four correlations using this minimum
threshold forks are also included in the figure with dashed lines.
Similar results are found for thecf data at Rex5500,000, where
the Rz/u ratios are slightly smaller and thek1 values are about
half of their level at Rex5900,000.

The St data are presented in the same manner in Fig. 8. In this
case, three correlations are used for comparison:

St5
0.5cf

Prt1A0.5cf~k10.2
Pr0.44/C!

from Kays and Crawford@31#

St5
0.5cf

11A0.5cf~5.19k10.2
Pr0.4428.5!

from Dipprey and Sabersky@33#

St5
0.5cf

Prt1A0.5cf~4.8k10.2
Pr0.4427.65!

from Wassel and Mills@34#

For the referencecf value required in each correlation, one could
use either experimental data~since it is available in this study! or
one of the empirical correlations. Since the St correlations are
intended for use as a predictive tool, it was deemed most useful to
base St on acf correlation rather than on data. For this reason, the
Schlichting cf correlation was employed since it had the best
match to the experimental data in theks.k/2 regime of Fig. 7
~average 4.5% difference with data!. Kays and Crawford suggest
C51 in their correlation based on a fit to data obtained with
closely packed spheres. Since this value gave extremely large St
predictions, the constantC was arbitrarily dropped to a value of
0.35 to better match the present ‘‘real’’ roughness models~both
cases are shown on the plot!. The Kays and Crawford correlation
predictions thus adjusted are not a significant improvement over
the Dipprey and Sabersky results which are obtained without any
special tailoring. Both predict values of St which are roughly 10%
higher than the data in thek1.70 regime. Again, in the region
ks,k/2, theks-based correlations are clearly inappropriate when
using Eq.~7! to determineks for these ‘‘real’’ roughness models.
The more reasonable results using the minimum threshold ofks
>k/2 in this region are indicated in Fig. 8 as they were in Fig. 7.

The fact that using theks(Ls) correlation appears to be inad-
equate to span the entire range of real roughness in this study led
to a closer examination of this formulation forks . In order to
assess the appropriateness of the Sigal-Danberg correlation,ks
was adjusted to the value required to exactly match the Schlich-
ting cf correlation with the experimental data for each of the six
panels. Thisksadj ~nondimensionalized byk! is plotted vs.Ls
in Fig. 9 ~data for both Reynolds numbers!. Also shown are the
log fit ~Eq. ~7!! and the Schlichting@32# and Hosni et al.@18#
simulated roughness data compiled in Bogard et al.@20#. The data
in the figure show that in the fully rough regime the real rough-
ness models follow the Eq.~7! fit to the simulated roughness
data. Whereas, for the models withLs.100, there is a large dis-

Fig. 7 Skin friction for rough panels compared to standard
roughness correlations. Each correlation shown using k s from
Eq. „7… over all surfaces. Surfaces 1–3 also shown for k sÄk Õ2
„dashed lines …. Data for Re xÄ900,000 only.

Fig. 8 Stanton number for rough panels compared to standard
roughness correlations. Each correlation shown using k s from
Eq. „7… over all surfaces. Surfaces 1–3 also shown for k sÄk Õ2
„dashed lines …. Data for Re xÄ900,000 only.
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crepancy between ‘‘real’’ roughness and simulated roughness. An
alternate log fit to the ‘‘real’’ roughness data is also indicated on
the figure.

logS ksadj

k D520.43 log~Ls!10.82 (10)

This substantial difference between real and simulated rough-
nessks estimates led to the consideration of alternate geometrical
dependencies forks that might unify the entire data set. As such,
each of the statistical parameters in Table 1 was independently
correlated with theksadj values for the six panels. Table 2 contains
the correlation coefficient of a least squares fit to the resultant
data. Different fitting functions were attempted in each case~lin-
ear, logarithmic, and polynomial! and the most successful attempt
is included in the table. The results clearly show thatRz ~'k!, Ra,
l, Sk, andK do not correlate well with theksadj parameter. This
may explain why Eq.~7! ~which estimatesks as a function of k
andLs) has difficulty for some of the roughness samples. When
Ls alone is correlated directly againstksadj, the result is quite
good ~see Table 2!. Surprisingly,a rms andSw /S perform as well
or better thanLs as parameters of choice for this data set. Of these
three,a rms is the easiest to obtain for real turbine roughness, re-
quiring only a handful of 2-D traces, while determiningSw /S and
Ls require full 3-D surface maps. Figure 10 contains theksad j
versusarms data and the associated fit:

ksadj520.0261a rms10.0138~a rms!
2 (11)

This parameter was first reported by Acharya et al.@2# and has
received only limited attention in the literature. The reader is cau-
tioned to be careful in the application of Eq.~11! inasmuch as the
data set is extremely limited~only six data points thus far!. Also,
the surface angles were determined from data acquired using a
contact stylus, sampled every 5–40mm. Both of these factors will
influence the resultant value ofarms. Finally, one can readily con-

struct surfaces with widely disparate roughness heights that could
register identicalarms on a single 2-D trace~e.g., right-angle cones
of 1 mm height separated by 2 mm versus right angle cones of 10
mm height separated by 20 mm!. Clearly this cannot mean that the
two would have the sameks if both were in a 10-mm-thick bound-
ary layer. So, this correlation must be considered applicable only
in the range of 0.5,Rz/u,3 used in this study. It would also be
limited to roughness that is locally fairly uniform~such as the
panels studies! as opposed to widely spaced, isolated roughness
elements which would register widely varyingarms levels from
trace to trace. Despite these limitations, it is encouraging to note
that the correlation has the correct physical behavior, asarms ap-
proaches zero (ks→0). Until further validation can be obtained
over a wider array of surfaces, it is only presented as a candidate
for calculatingks for real roughness.

The foregoing discussion has been focused exclusively on
matchingcf . Of course, it is of interest to see if the same selection
of ksad j ~matching the Schlichtingcf correlation! also brings the
experimental St data in line with the corresponding St correla-
tions. Figure 11 shows the St correlation values for the six panels
where bothcf andk1 correspond to the newksadj values. Of the
three St correlations considered in Fig. 8, only Dipprey and Sa-
bersky’s is shown in the figure since it showed the most promise
in Fig. 8 ~without tailoring!. It is also the oldest and most com-
prehensive data set of the three.~Both Kays and Crawford and
Wassel and Mills based their correlations at least partially on the
Dipprey and Sabersky findings.! This correlation still overpredicts
five of the six panels by an average of 10%, while the no. 2
surface is matched to within 1%. This curious result prompted a
closer inspection of the model surfaces. Each of the six surfaces is

Fig. 9 Equivalent sandgrain correlation data versus fit. Data
from Bogard et al. †20‡ with accompanying fit „Eq „7……. Data
from ‘‘real’’ roughness surfaces at both Reynolds numbers with
accompanying fit „Eq. „10…….

Fig. 10 Equivalent sandgrain „k sadj as determined by match-
ing Schlichting c f prediction with ‘‘real’’ roughness data … ver-
sus rms surface slope angle „a rms … with polynomial fit „Eq.
„11…….

Fig. 11 Stanton number for ‘‘real’’ roughness panels com-
pared to Dipprey and Sabersky correlation using k sadj and c f
from Schlichting. Data for Re xÄ900,000 only.

Table 2 Correlation coefficient values for least squares fit to
k sadj versus various parameters
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quite unique~as shown by the traces in Fig. 1!, but surface no. 2
has an order or regularity that makes it clearly distinct. As men-
tioned earlier, this intermittently debonded TBC surface has an
undulating surface character not unlike that of closely-packed
spherical segments. As such, it is most like the simulated rough-
ness surface using cones or spheres or the close-packed sandgrain
surfaces on which the correlations~like Dipprey-Sabersky! are
based. Perhaps these correlations consistently overpredict the
‘‘real’’ roughness St precisely because they were developed with
simulated~versus real! surface roughness. So, even if theks of
the ‘‘real’’ roughness surface is adjusted to match the Schlichting
cf correlation value, the Dipprey-Sabersky St correlation based
on the sameks will always be high for ‘‘real’’ roughness. Whereas
if ks is determined for a simulated rough surface with ordered
roughness elements, both thecf and St correlations would be
accurate.

To test this hypothesis, a 7th model surface was fabricated con-
sisting of densely packed cones with the following dimensions:
height52 mm, base diameter55 mm, spacing55 mm. TheLs and
arms values for this surface are 20.2 and 24.6 deg, respectively, a
close match to surface no. 6~22.1 and 25.3 deg!. When theks for
this new cone surface is adjusted to match the Schlichtingcf
correlation, the St correlation of Dipprey-Sabersky matches the
data to within 3%~Fig. 12!. This startling result provides at least
a preliminary indication that the hypothesis proposed in the fore-
going is worthy of further investigation. If proven to be more
generally true, it would suggest that simulated rough surfaces with
ordered roughness elements can be used to model either the heat
transfer behavior or the skin friction behavior of ‘‘real’’ turbine
roughness, but not both simultaneously. A physical explanation for
this may be related to the 3-D vortical secondary flow patterns
that are generated by regular roughness elements. These second-
ary flows are known to enhance St with little or no effect oncf
@35#. The randomness and wide range of scales present in ‘‘real’’
roughness may serve to break up these secondary flows and re-
duce St for the samecf . A possibly related mechanism was re-
ported by Pinson and Wang@36# regarding roughness-induced
boundary layer transition. They noted that when large roughness
elements were followed by small roughness elements, boundary
layer transition was actually suppressed compared to the case of
large roughness elements followed by a smooth surface. Their
explanation was that the smaller roughness elements break up
flow disturbances generated by the larger roughness elements,
thus suppressing their amplification and subsequent transition.
This same mechanism may partially inhibit the heat transfer aug-
mentation of secondary flows induced by large roughness peaks
on real roughness surfaces.

If the first constant in the denominator of the Dipprey-Sabersky

St correlation is increased from 5.19 to 5.96, the match with the
‘‘real’’ roughness panels is within62% ~also shown on Fig. 12!.
The new correlation would then be

St5
0.5cf

11A0.5cf~5.96k10.2
Pr0.4428.5!

(12)

Of course, this correlation now underpredicts the St for the two
ordered surfaces~nos. 2 and 7! by approximately 7%.

Incidentally, theksadj for surface no. 7 does fall in line with the
ks versusa rms correlation shown in Fig. 10~Eq. ~11!!, further
suggesting thatarms may be a suitable candidate for unifying
simulated and rail roughness correlations forks insofar ascf is
concerned. Given the above findings, even if such a unifying cor-
relation were derived and verified, there would still be a discrep-
ancy with regard to St.

Though the above findings are presented for Rex5900,000 only,
similar results were obtained at the lower Reynolds value. Only
minor modifications to theksadj values were required~Fig. 9! and
the St overprediction for the ‘‘real’’ roughness surfaces was nearly
identical. The Rex5500,000 data also fall along the Eq.~11! curve
fit for ks versusarms.

Effect of Freestream Turbulence. Boundary layer velocity
profiles taken at midspan near the test section leading edge are
shown in Fig. 13 for three levels of freestream turbulence: 1%
~nominal!, 5% ~grid-generated!, and 11% ~jet-generated!. Also
shown in the figure are the turbulence levels in the boundary layer.
Note that in the highest turbulence case, the turbulence level in the
freestream approaches the level of turbulence associated with the
near wall peak. This feature has been determined by other re-
searchers to significantly alter the momentum and energy trans-
port of the turbulent boundary layer.

Fig. 12 Stanton number for six ‘‘real’’ rough panels ¿ cone
surface „no. 7 … compared to Dipprey and Sabersky correlation
using k sadj and c f from Schlichting. Also, modified Dipprey and
Sabersky correlation „Eq. „12……. Data for Re xÄ900,000 only.

Fig. 13 Mean and fluctuating velocity profiles at roughness
surface leading edge. Three levels of freestream turbulence: 1,
5, and 11%. Data for Re xÄ900,000. „Sparse data presentation
for clarity. …

Fig. 14 Skin friction versus Reynolds number for smooth sur-
face at TuÄ1, 5, and 11%
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The levels ofcf and St augmentation produced on the smooth
test plate due to the two levels of freestream turbulence are shown
in Figs. 14 and 15 and tabulated in Table 3. The table also con-
tains the efficiency factor,h, defined as the ratio of St augmenta-
tion to cf augmentation, (St/Sto!/(cf /cf o). The St augmentation
range with turbulence is comparable to that generated by the
‘‘real’’ roughness in the previous portion of this report. Thecf
augmentation, on the other hand, is less than one third of the St
augmentation in this case. This is in stark contrast to the augmen-
tation results with roughness wherecf /cf o was up to four times
St/Sto . The physical explanation for this is that increases in cf due
to roughness are primarily due to form drag on the individual
roughness elements. There is no heat transfer analog to this form
drag component ofcf augmentation, thuscf /cf o is two to four
times greater than St/Sto for rough surfaces.

In the case of freestream turbulence, augmentation occurs due
to increased momentum and energy exchange with the freestream.
There are no alternate mechanisms for surface drag in this case.
The finding that freestream turbulence favors heat transfer aug-
mentation overcf augmentation is consistent with data presented
by other researchers. Pedisius et al.@37# reported efficiency fac-
tors ~h! from 1.10 to 1.15 for grid generated turbulence up to 8%
over a smooth plate. Maciejewski and Moffat@38# reported St/Sto
values up to 1.80 for their free jet turbulence with over 15%Tu.
The associatedcf /cf o was estimated at 1.10, yieldingh>1.64.
Blair @39# proposed an empirically-based correlation to capture
this preference for St overcf using a correction to the popular
Reynolds analogy (2St/cf>1). His correlation~developed for
grid turbulence with up to 7%Tu! is

2St

cf
51.1810.013Tu (13)

where the freestream turbulence level~Tu! is in percent. This cor-
relation yields estimates ofh51.06 at 5%Tu and h51.12 at
11%Tu, grossly underestimating the present results. A more appro-
priateTu coefficient to fit the present data would be 0.040. Baska-
ran et al. @40# likewise found an up to 100% increase in this
turbulence coefficient in their grid-generated turbulence data.

In addition to the increase inTu that accompanies the change in
turbulence generation mechanism from the square-bar grid to the
opposing jets in the current study, the integral lengthscale also

more than doubles~from 2.4 to 5 cm!. Blair @39# and Simonich
and Bradshaw@41# have both studied the role of turbulence scale
in skin friction and heat transfer augmentation. The physical ex-
planation offered is that larger scale turbulence has difficulty in-
fluencing the momentum and energy exchange near the wall due
to damping at the solid surface. Thus, Simonich and Bradshaw
reported reductions incf and St augmentation as lengthscale in-
creased at constantTu. They were first to suggest dividingTu by a
lengthscale factor (a5L`

u /d12) to account for this effect.L`
u is

the dissipation lengthscale, measured to be 6.7 and 8.8 cm over
the roughness plate in this facility~for grid and jet generated
turbulence respectively!. Values ofTu/a are included in Table 3.
Thole and Bogard@42# combined their own jet-generated turbu-
lence data with that of a number of previous researchers, plotting
Dcf /cf o andDSt/Sto versusTu/a in the manner suggested by Si-
monich and Bradshaw. The reader is referred to Fig. 12 of the
Thole and Bogard report where the presentDcf /cf o data fall in
line with the four data sets shown. TheDSt/Sto data, however, are
nearly double the results of Thole and Bogard, falling more in line
with the results of Sahm and Moffat@43# presented in the figure.
As such, the smooth plate data with freestream turbulence re-
ported in this study appear to be within the range of results re-
ported in previous studies.

There are a number of different methods to assess the combined
effects of roughness and freestream turbulence oncf and St. Of
critical importance to the designer is whether results with
freestream turbulence alone can be simply added to results with
roughness alone to approximate the effect when both are present.
If true, this would imply a lack of synergy between the two aug-
mentation mechanisms. This is attractive to the designer because
it allows correction factors to be simply superposed without addi-
tional parametric testing. One way to determine the degree to
which these two mechanisms are synergistic is to compare the
augmentation results obtained with both mechanisms present to
that achieved by either adding or compounding their individual
effects. For example, if the smooth platecf augmentation due to
freestream turbulence was 20% and thecf augmentation of a
rough plate~without turbulence! was 30%, the additive prediction
method would result in a combined effect of 50%. For the same
case, the compound method would predict a combined effect of
56%. These three methods of comparison are outlined algebra-
ically for cf as follows:

Synergistic:
cf RTu

cf o
21>

Dcf

cf o
(14)

Compound:
cf R

cf o

cf Tu

cf o
21 (15)

Additive: S cf R

cf o
21D1S cf Tu

cf o
21D (16)

The subscriptsR, Tu, and RTu representcf measurements with
roughness only, turbulence only, and the two effects combined
respectively. Identical expressions can be written for St as well.
Figures 16~a!–~d! contain these measures~for cf and St! for all 6
samples in Table 1 at the two elevatedTu levels.

In all four figures, the additive predicted effects are less than
the synergistic~or actual combined! effects. The average discrep-
ancy is 1% for the 5%Tu DSt/Sto results, 13% for the 5%Tu
Dcf /cf o results, and roughly 20% for the two 11%Tu cases. Even
when the compound prediction is used, the results are on average
5% low for DSt/Sto ~at 11%Tu! and 7.5% low forDcf /cf o ~at
both 5% and 11%Tu!. This suggests that there is indeed some
physical coupling mechanism between the two effects that is re-
sponsible for the added enhancement when they are combined.

In the case of skin friction, freestream turbulence and roughness
have competing effects on the near wall momentum distribution.
When plotted in wall units, the log region of the smooth-wall,
low-turbulence velocity plot is suppressed by roughness and en-

Fig. 15 Stanton number versus Reynolds number for smooth
surface at TuÄ1, 5, and 11%. Elevated turbulence data for Re
Ä900,000 only.

Table 3 St and c f augmentation ratios for smooth plate with
freestream turbulence „RexÄ900,000…
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hanced by turbulence. As such, it would be unlikely that a synergy
could be occurring in the near wall shear itself. The likely candi-
date for coupling is the form drag associated with the roughness
elements themselves. For the panels in this study, all roughness
peaks are smaller than 1/3rd of the boundary layer thickness. The
majority of the peaks are situated around the momentum thick-
ness, approximately 1/10th of the boundary layer thickness. In this
region of a rough-wall turbulent boundary layer, the momentum is
relatively depressed. Accordingly, peaks in this region of the
boundary layer have a reduced drag signature due to the lower
dynamic pressure available. Since freestream turbulence has a ten-
dency to enhance the near-wall momentum~Fig. 13!, the drag on
roughness elements would increase synergistically. Since this
form drag is such a large component of the overallcf augmenta-
tion due to roughness, this is a probable explanation for the ob-
served synergy.

The results with heat transfer are less tractable. At 5%Tu, the
additive effect is only slightly less than the synergistic effect on St
~1% less on average!. This is consistent with results reported by
Turner et al. @11# when 7–8%Tu was added to their rough-
surfaced cascade facility. They found the combined effect to be
approximately additive, though boundary layer transition was a
complicating factor that could not be isolated and removed from
the results. At the higher turbulence level of 11% in this study,
however, the additive result undershoots the synergistic effect by
an average of 20%. This does not follow the conclusion of Bogard
et al. @20# that at high turbulence levels the effects are essentially
additive as well. In their core-simulated roughness study, Bogard
et al. reported average turbulence levels of 13% and the individual
effects on heat transfer wereDSt/Sto.30% for turbulence and
DSt/Sto.60% for roughness. The additive effect from these two
is 90% while the compound effect is 108%. Their reported syner-
gistic effect was 100%, essentially midway between the two com-
putations. So, the data may show some synergy after all. Perhaps
the combined effect is nonlinear and there exists some threshold
turbulence level at which synergy begins to be apparent.

This conjecture is supported by theDSt/Sto results for the com-
pound predictions in Figs. 16~c!-~d!. In this case, there is actually
a negative synergy~average of213%! between roughness and
turbulence at 5%Tu. This means that if the net effect of the two
individual augmentation mechanisms is compounded, the results
is greater than the effect in ‘‘real life.’’ Since secondary~vortical!
flows have been identified as a critical feature of St augmentation
in roughness, it may be that low freestream turbulence levels dis-
rupt the natural formation of shed vorticity from roughness peaks
and valleys. Whatever the explanation, the effect is clearly limited
since at the higher turbulence level of 11% synergy is once again
positive ~the synergistic result is 5% greater than the compound
result on average for this case!.

This nonlinear behavior in St augmentation between 1, 5, and
11% freestream turbulence is evidenced when comparing effi-
ciency factors as well. As mentioned in the introduction, previous
work with regular arrays of dimples and hemispheres by Kithcart
and Klett @22# showed thath increases~i.e., DSt is larger for an
equivalentDcf) as roughness elements become more recessed be-
low the mean surface height. In their study, dimple arrays mea-
sured anh of 0.75 or greater whereas hemispheres with identical
spacing and radius measuredh.0.5. For a ‘‘real’’ rough surface
the statistical skewness~Sk! provides a quantitative measure of the
relative concentration and size of peaks and valleys. As reported
in @1#, a large positive skewness denotes large protrusions above
the mean and is typical of surfaces with deposits or erosion. A
large negative skewness denotes recesses or cavities typical of
pitting or spallations.

Figure 17 shows the efficiency factors versus skewness for all
six roughness panels in this study. Data for each of the three levels
of Tu ~1, 5, and 11%! is presented. Polynomial curve fits to each
set of data are superposed on the plot. These fits exclude the data
points nearh'0.9 withSk.0 as these correspond to surface no. 2.

Fig. 16 Comparison of combined „synergistic … roughness Õ
turbulence effects on c f and St with estimates using added and
compounded individual effects of roughness alone and turbu-
lence alone. c f data for six rough surfaces at „a… TuÄ5% and „b…
TuÄ11% St data at „c… TuÄ5% and „d… TuÄ11%. All at Re x
Ä900,000 only.
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This surface was identified earlier as having an augmented heat
transfer more typical of simulated roughness rather than ‘‘real’’
roughness. The curves highlight a noticeable trend to higherh
with decreasingSk, as expected based on the Kithcart and Klett
results. As anticipated, surface no. 2 does not follow this trend.
The curves also underscore a distinct difference between the two
levels of freestream turbulence. 5%Tu has only a limited effect
on h ~increase by roughly 0.04! while 11% Tu results in an aver-
age increase of 0.15 inh. Clearly, between the grid-generated
low turbulence and jet-generated high turbulence, some mecha-
nism comes to bear to alter the energy and momentum exchange
in this turbulent boundary layer. More work is needed to deter-
mine if the observed behavior is a function of turbulence level,
roughness type, turbulent lengthscale, or some combination of
these parameters.

Summary and Conclusions
Heat transfer and skin friction measurements have been made

on roughness panels in a low-speed, zero pressure gradient wind
tunnel. The roughness panels are scaled models of actual turbine
surfaces rather than the traditional simulated roughness using sand
or ordered arrays of cones or spherical segments. Results indicate
that this ‘‘real roughness’’ is distinctly different from simulated
roughness. Standard roughness correlations for both St andcf
have been evaluated and new correlations are proposed in some
cases. The combined effect of freestream turbulence and rough-
ness is also evaluated in detail for these ‘‘real roughness’’ models.
Based on the findings, the following conclusions are made:

1 Roughness effects on skin friction are 2–4 times as signifi-
cant as those on heat transfer.

2 Standard correlations~e.g., from Schlichting! provide a good
estimate forcf augmentation due to roughness when the rough-
ness is in the fully rough regime (k1.70). This conclusion is
based on the use of the Sigal and Danberg correlation for ks as a
function of k andLs ~a shape/density roughness parameter!.

3 Standard correlations~e.g., from Dipprey and Sabersky!
overpredict rough surface St by 10% when the roughness is in the
fully rough regime (k1.70). Again,ks is calculated as a function
of k andLs .

4 Existing St andcf correlations severely underpredict the ef-
fect of real roughness whenk1,70. This discrepancy is related to
the dependence ofks on k. An alternative formulation forks as an
exclusive function of the rms surface slope angle (a rms) is pro-
posed to replace the Sigal Danberg formulation over the range of
roughness included in this study (0.5,k/u,3).

5 Even whenks is adjusted to match the Schlichtingcf corre-
lation with the experimentally measured values, St correlations
based on thisks are still too large by 10%. This observation is true
for the ‘‘real’’ roughness models but not for ‘‘simulated’’~cone!

roughness models, in which case thisks gives an excellent St
match between data and correlations. This observation highlights
a distinct difference between ‘‘real’’ and ‘‘simulated’’ roughness.
If shown to be more generally true, it would suggest that simu-
lated rough surfaces with ordered roughness elements can be used
to model either the heat transfer behavior or the skin friction be-
havior of ‘‘real’’ turbine roughness, but not both simultaneously.

6 Freestream turbulence effects on heat transfer are roughly
three times as significant as those on skin friction, the opposite of
roughness effects.

7 When turbulence and roughness are both present, synergies
are generated which create larger effects oncf and St than those
obtained by adding~or compounding! their individual effects.
This difference can reach 20% when compared to a simply addi-
tive approach to account for both effects. An exception to this is
the combined effect on St at low turbulence levels. In this case,
negative synergies appear to be present when both roughness and
turbulence are present.
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Nomenclature

Af 5 windward frontal surface area of roughness elements
on sample

As 5 windward wetted surface area of roughness elements
on sample

cf 5 skin friction coefficient,tw /(0.5rU`
2)

c 5 blade/vane chord
cp 5 specific heat at constant pressure
h 5 convective heat transfer coefficient
k 5 average roughness height~'Rz!

ks 5 equivalent sandgrain roughness
k 5 ksut /v5Rek

Ku 5 kurtosis of height distribution~Eq. ~5!!
L`

u 5 dissipation lengthscale of turbulence
N 5 number of points in profile record
Pr 5 Prandtl number~n/a!~50.71!
Prt 5 turbulent Prandtl number~>0.9!
Ra 5 centerline average roughness~Eq. ~1!!

Rex 5 Reynolds number (Ùx/n)
Rec 5 Reynolds number based on blade chord and exit con-

ditions
Rq 5 rms roughness~Eq. ~2!!

Fig. 17 Efficiency factor, hÄ„StÕSto…Õ„c f Õc fo …, versus statisti-
cal skewness of roughness. Data for six rough surfaces at
TuÄ1, 5, and 11% for Re Ä900,000 only. Polynomial fits to all but
surface no. 2 data.
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Rt 5 maximum peak to valley roughness~Eq. ~3!!
Rz 5 average peak to valley roughnesses
S 5 surface area of sample without roughness

Sf 5 total frontal surface area of sample
Sw 5 total wetted surface area of sample
Sk 5 skewness of height distribution~Eq. ~4!!
St 5 Stanton number,h/(rcpU`)
T 5 temperature@°C#
t 5 time @s#

Tu 5 freestream turbulence,u8/U` @%#
U` 5 freestream velocity

U 5 mean velocity~m/s!
u8 5 fluctuating velocity~rms!
ut 5 friction or shear velocityAtw /r
x 5 streamwise distance from tunnel floor leading edge
y 5 surface height coordinate after removal of polynomial

fit to surface curvature
a 5 thermal diffusivity (k/rcp)

@alsoa5L`
u /d12 for Tu/a#

a rms 5 rms deviation of surface slope angles
d 5 boundary layer thickness
h 5 efficiency factor (St/St0!/cf /cf o)
k 5 thermal conductivity

lc 5 correlation length
Ls 5 roughness shape/density parameter~Eq. ~6!! @alsoLs#

n 5 kinenmatic viscosity
u 5 boundary layer momentum thickness
r 5 density

tw 5 wall shear
n 5 kinematic viscosity

Subscripts

adj 5 adjustedks value required to match Schlichtingcf
correlation to data

max 5 maximum height in profile record
min 5 minimum height in profile record

o 5 smooth plate reference at low freestream turbulence
R 5 roughness effects only

RTu 5 roughness and freestream turbulence effects
s 5 surface value

Tu 5 freestream turbulence effects only
` 5 freestream value

References
@1# Bons, J. P., Taylor, R., McClain, S., and Rivir, R. B., 2001, ‘‘The Many Faces

of Turbine Surface Roughness,’’ ASME J. Turbomach.,23, pp. 739–748.
@2# Acharya, M., Bornstein, J., and Escudier, M., 1986, ‘‘Turbulent Boundary

Layers on Rough Surfaces,’’ Exp. Fluids, No. 4, pp. 33–47.
@3# Taylor, R. P., 1990, ‘‘Surface Roughness Measurements on Gas Turbine

Blades,’’ ASME J. Turbomach.,112~1!, pp. 175–180.
@4# Tarada, F., and Suzuki, M., 1993, ‘‘External Heat Transfer Enhancement to

Turbine Blading due to Surface Roughness,’’ ASME Paper 93-GT-74.
@5# Blair, M. F., 1994, ‘‘An Experimental Study of Heat Transfer in a Large-Scale

Turbine Rotor Passage,’’ ASME J. Turbomach.,116~1!, pp. 1–13.
@6# Guo, S. M., Jones, T. V., Lock, G. D., and Dancer, S. N., 1998, ‘‘Computa-

tional Prediction of Heat Transfer to Gas Turbine Nozzle Guide Vanes with
Roughened Surfaces,’’ ASME J. Turbomach.,120~2!, pp. 343–350.

@7# Boynton, J. L., Tabibzadeh, R., and Hudson, S. T., 1993, ‘‘Investigation of
Rotor Blade Roughness Effects on Turbine Performance,’’ ASME J. Turbom-
ach.,115, pp. 614–620.

@8# Suder, K. L., Chima, R. V., Strazisar, A. J., and Roberts, W. B., 1995, ‘‘The
Effect of Adding Roughness and Thickness to a Transonic Axial Compressor
Rotor,’’ ASME J. Turbomach.,117, pp. 491–505.

@9# Ghenaiet, A., Elder, R. L., and Tan, S. C., ‘‘Particles Trajectories through an
Axial Fan and Performance Degradation due to Sand Ingestion,’’ ASME Paper
No. 2001-GT-497.

@10# Bammert, K., and Sandstede, H., 1980, ‘‘Measurements of the Boundary Layer
Development along a Turbine Blade with Rough Surfaces,’’ ASME J. Eng.
Power,102, pp. 978–983.

@11# Turner, A., Tarada, F., and Bayley, F., 1985, ‘‘Effects of Surface Roughness on
Heat Transfer to Gas Turbine Blades,’’ AGARD-CP-390, pp. 9-1 to 9-9.

@12# Hoffs, A., Drost, U., and Boles, A., 1996, ‘‘Heat Transfer Measurements on a
Turbine Airfoil at Various Reynolds Numbers and Turbulence Intensities In-
cluding Effects of Surface Roughness,’’ presented at ASME IGTI in Birming-
ham, U.K., June 1996, ASME Paper No. 96-GT-169.

@13# Abuaf, N., Bunker, R. S., and Lee, C. P., 1998, ‘‘Effects of Surface Roughness
on Heat Transfer and Aerodynamic Performance of Turbine Airfoils,’’ ASME
J. Turbomach.,120~3!, pp. 522–529.

@14# Pinson, M. W., and Wang, T., 2000, ‘‘Effect of Two-Scale Roughness on
Boundary Layer Transition over a Heated Flat Plate: Part 1 — Surface Heat
Transfer,’’ ASME J. Turbomach.,122~2!, pp. 301–307.

@15# Goldstein, R., Eckert, E., Chiang, H., and Elovic, E., 1985, ‘‘Effect of Surface
Roughness on Film Cooling Performance,’’ ASME J. Eng. Gas Turbines
Power,107, pp. 111–116.

@16# Pinson, M. W., and Wang, T., 1997, ‘‘Effects of Leading Edge Roughness on
Fluid Flow and Heat Transfer in the Transitional Boundary Layer over a Flat
Plate,’’ Int. J. Heat Mass Transf.,40~12!, pp. 2813–2823.

@17# Taylor, R. P., Scaggs, W. F., and Coleman, H. W., 1988, ‘‘Measurement and
Prediction of the Effects of Nonuniform Surface Roughness on Turbulent Flow
Friction Coefficients,’’ ASME J. Fluids Eng.,110, pp. 380–384.

@18# Hosni, M. H., Coleman, H. W., and Taylor, R. P., 1991, ‘‘Measurements and
Calculations of Rough-Wall Heat Transfer in the Turbulent Boundary Layer,’’
Int. J. Heat Mass Transf.34~4/5!, pp. 1067–1082.

@19# Scaggs, W. F., Taylor, R. P., and Coleman, H. W., 1988, ‘‘Measurement and
Prediction of Rough Wall Effects on Friction Factor — Uniform Roughness
Results,’’ ASME J. Fluids Eng.,110, pp. 385–391.

@20# Bogard, D. G., Schmidt, D. L., and Tabbita, M., 1998, ‘‘Characterization and
Laboratory Simulation of Turbine Airfoil Surface Roughness and Associated
Heat Transfer,’’ ASME J. Turbomach.,120~2!, pp. 337–342.

@21# Barlow, D. N., and Kim, Y. W., 1995, ‘‘Effect of Surface Roughness on Local
Heat Transfer and Film Cooling Effectiveness,’’ ASME Paper No. 95- GT-14.

@22# Kithcart, M. E., and Klett, D. E., 1997, ‘‘Heat Transfer and Skin Friction
Comparison of Dimpled Versus Protrusion Roughness,’’NASA N97-27444, pp.
328–336.

@23# Sigal, A., and Danberg, J., 1990, ‘‘New Correlation of Roughness Density
Effect on the Turbulent Boundary Layer,’’ AIAA J.,28~3!, pp. 554–556.

@24# Nikuradse, J., 1933, ‘‘Laws for Flows in Rough Pipes,’’ VDI-Forchungsheft
361, Series B, Vol. 4.~English trans. NACA TM 1292, 1950!.

@25# Antonia, R. A., and Luxton, R. E., 1971, ‘‘The Response of a Turbulent
Boundary Layer to a Step Change in Surface Roughness. Part 1: Smooth to
Rough,’’ J. Fluid Mech.48, pp. 721–726.

@26# Taylor, R. P., and Chakroun, W. M., 1992, ‘‘Heat Transfer in the Turbulent
Boundary Layer with a Short Strip of Surface Roughness,’’ AIAA Paper No.
92-0249.

@27# Schultz, D. L., and Jones, T. V., 1973, ‘‘Heat-transfer Measurements in Short-
duration Hypersonic Facilities,’’ Advisory Group for Aerospace Research and
Development, No. 165, NATO.

@28# Drab, J. W., and Bons, J. P., 2002, ‘‘Turbine Blade Surface Roughness Effects
on Shear Drag and Heat Transfer,’’ AIAA Paper No. 2002-0085.

@29# Mills, A. F., Heat Transfer, 1st Edition, 1992, Irwin, IL.
@30# White, F. M.,Viscous Fluid Flow,2nd Edition, 1991, McGraw-Hill, New York,

NY.
@31# Kays, W. M., and Crawford, M. E.,Convective Heat and Mass Transfer,3rd

Edition, 1993, McGraw-Hill, New York, NY.
@32# Schlichting, H.,Boundary Layer Theory,7th Edition, 1979, McGraw-Hill,

New York, NY.
@33# Dipprey, D. F., and Sabersky, R. H., 1963, ‘‘Heat and Momentum Transfer in

Smooth and Rough Tubes at Various Prandtl Numbers,’’ Int. J. Heat Mass
Transfer,6, pp. 329–353.

@34# Wassel, A. T., and Mills, A. F., 1979, ‘‘Calculation of Variable Property Tur-
bulent Friction and Heat Transfer in Rough Pipes,’’ ASME J. Heat Transfer,
101, pp. 469–474.

@35# Mahmood, G. I., Hill, M. L., Nelson, D. L. Ligrani, P. M., Moon, H.-K., and
Glezer, B., 2000, ‘‘Local Heat Transfer and Flow Structure on and Above a
Dimpled Surface in a Channel,’’ ASME Paper No. 2000-GT-230 presented at
ASME TURBOEXPO, Munich, Germany, May.

@36# Pinson, M. W., and Wang, T., 2000, ‘‘Effect of Two-Scale Roughness on
Boundary Layer Transition over a Heated Flat Plate: Part 1 — Surface Heat
Transfer,’’ ASME J. Turbomach.,122, pp. 301–307.

@37# Pedisius, A. A., Kazimekas, V. A., and Slanciauskas, A. A., 1979, ‘‘Heat Trans-
fer from a Plate to a High-Turbulence Air Flow,’’ Soviet Research11, pp.
125–134.

@38# Maciejewski, P. K., and Moffat, R. J., 1992, ‘‘Heat Transfer with Very High
Free-Stream Turbulence: Part 1 — Experimental Data,’’ ASME J. Heat Trans-
fer, 114, pp. 827–833.

@39# Blair, M. F., 1983, ‘‘Influence of Free-Stream Turbulence on Turbulent Bound-
ary Layer Heat Transfer and Mean Profile Development: Part II — Analysis of
Results,’’ ASME J. Heat Transfer,105, pp. 41–47.

@40# Baskaran, V., Abdellatif, O. E, and Bradshaw, P., 1989, ‘‘Effects of Free-
Stream Turbulence on Turbulent Boundary Layers with Convective Heat
Transfer,’’ presented at the 7th Symposium on Turbulent Shear Flows, Stanford
Univ., CA, Aug.

@41# Simonich, J. C., and Bradshaw, P., 1978, ‘‘Effect of Free-Stream Turbulence
on Heat Transfer Through a Turbulent Boundary Layer,’’ASME J. Heat Trans-
fer, 100, pp. 671–677.

@42# Thole, K. A., and Bogard, D. G., 1985, ‘‘Enhanced Heat Transfer and Shear
Stress due to High Free-Stream Turbulence,’’ ASME J. Turbomach.,117, pp.
418–424.

@43# Sahm, M. K., and Moffat, R. J., 1992, ‘‘Turbulent Boundary Layers with High
Turbulence: Experimental Heat Transfer and Structure on Flat and Convex
Walls,’’ Stanford University Report HMT-45.

644 Õ Vol. 124, OCTOBER 2002 Transactions of the ASME

Downloaded 01 Jun 2010 to 171.66.16.35. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Ralph J. Volino
Mem. ASME,

Department of Mechanical Engineering,
United States Naval Academy,

Annapolis, MD 21402
e-mail: volino@usna.edu

Separated Flow Transition Under
Simulated Low-Pressure Turbine
Airfoil Conditions—Part 1: Mean
Flow and Turbulence Statistics
Boundary layer separation, transition and reattachment have been studied experimentally
under low-pressure turbine airfoil conditions. Cases with Reynolds numbers (Re) ranging
from 25,000 to 300,000 (based on suction surface length and exit velocity) have been
considered at low (0.5%) and high (9% inlet) free-stream turbulence levels. Mean and
fluctuating velocity and intermittency profiles are presented for streamwise locations all
along the airfoil, and turbulent shear stress profiles are provided for the downstream
region where separation and transition occur. Higher Re or free-stream turbulence level
moves transition upstream. Transition is initiated in the shear layer over the separation
bubble and leads to rapid boundary layer reattachment. At the lowest Re, transition did
not occur before the trailing edge, and the boundary layer did not reattach. Turbulent
shear stress levels can remain low in spite of high free-stream turbulence and high fluc-
tuating streamwise velocity in the shear layer. The beginning of a significant rise in the
turbulent shear stress signals the beginning of transition. A slight rise in the turbulent
shear stress near the trailing edge was noted even in those cases which did not undergo
transition or reattachment. The present results provide detailed documentation of the
boundary layer and extend the existing database to lower Re. The present results also
serve as a baseline for an investigation of turbulence spectra in Part 2 of the present
paper, and for ongoing work involving transition and separation control.
@DOI: 10.1115/1.1506938#

Introduction
Modern low-pressure~LP! turbine airfoils are subject to in-

creasingly stronger pressure gradients as designers impose higher
loading in an effort to improve efficiency and lower cost by re-
ducing the number of airfoils in an engine. If the adverse pressure
gradient on the suction side of these airfoils becomes strong
enough, the boundary layer will separate. Separation bubbles, par-
ticularly those which fail to reattach, can result in a significant
loss of lift and a subsequent degradation of engine efficiency~e.g.,
Hourmouziadis@1#, Mayle @2#, and Sharma et al.@3#!. The prob-
lem is particularly relevant in aircraft engines. Airfoils optimized
to produce maximum power under takeoff conditions may still
experience boundary layer separation at cruise conditions, due to
the thinner air and lower Reynolds numbers at altitude. A compo-
nent efficiency drop of 2% may occur between takeoff and cruise
conditions in large commercial transport engines, and the differ-
ence could be as large as 7% in smaller engines operating at
higher altitudes. Component life may also be affected by more
than an order of magnitude~Hodson@4#!. Because the LP turbine
produces the bulk of the net power in many engines, changes in its
component efficiency can result in nearly equal changes in overall
engine efficiency~Wisler @5#!. There are several sources for losses
in an engine, including secondary flows, but the suction side
boundary layer has been identified as the primary source of losses
in the LP turbine~Curtis et al. @6#!. Prediction and control of
suction side separation, without sacrifice of the benefits of higher
loading, is therefore, necessary for improved engine design.

Separation on LP turbine airfoils is complicated by boundary
layer transition. Turbulent boundary layers are much more resis-

tant to separation than laminar boundary layers. A substantial frac-
tion of the boundary layer on both sides of a turbine airfoil may be
transitional~Mayle @2#!, so accurately predicting transition loca-
tion is crucial for accurate prediction of separation. Transition
prediction for turbine airfoils is complex and can depend on a
number of factors, including the free-stream turbulence intensity
~FSTI!, streamwise pressure gradient, airfoil curvature, surface
roughness, and the unsteadiness associated with passing wakes
from upstream stages. Several transition mechanisms are possible
under engine conditions. Mayle@2# classified the modes of tran-
sition as ‘‘natural transition’’ involving Tollmien-Schlichting
waves; ‘‘bypass’’ transition caused by high free-stream turbulence
or other large disturbances; ‘‘separated flow’’ transition of the
shear layer over a separation bubble; ‘‘periodic-unsteady’’ transi-
tion, which might also be called wake-induced transition; and re-
verse transition. If transition occurs far enough upstream, it can
prevent separation. If transition occurs in the shear layer over a
separation bubble, it will tend to induce boundary layer reattach-
ment. The lower the Reynolds number, the farther downstream
transition will tend to occur, hence the problems associated with
performance at altitude.

Boundary layer transition has been studied extensively, and in
recent years several studies have focused on transition in the LP
turbine. Halstead et al.@7# present a study from a rotating cascade
with multiple stages and FSTI characteristic of engine conditions.
The adverse pressure gradients in this study were not strong
enough to induce separation, however. Solomon@8# subsequently
modified the facility and provides documentation of separation
from a more aggressive airfoil. Gier and Ardey@9# provide an-
other example from a rotating facility. Boundary layers and sepa-
ration bubbles on flat plates subject to adverse pressure gradients
have been considered in several studies. Recent work has included
the studies of Hatman and Wang@10#, Sohn et al.@11#, Lou and
Hourmouziadis@12#, Volino and Hultgren@13# and Yaras@14#. On
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airfoils, either in cascade or single-passage cascade-simulators,
studies have included Murawski et al.@15#, Qiu and Simon@16#
and Simon et al.@17#. Cascades with moving wakes, simulating
the effect of upstream blade rows, were utilized by Brunner et al.
@18#, Stadtmu¨ller et al. @19#, Howell et al.@20# and Kaszeta et al.
@21#. Numerical studies have included the work of Dorney et al.
@22#, Chernobrovkin and Lakshminarayana@23#, Huang and
Xiong @24#, and Thermann et al.@25#. A few studies have included
attempts to control transition and separation. Howell et al.@20#
studied modified airfoil shapes, Van Treuren et al.@26# utilized
vortex generators, and Lake et al.@27# considered various passive
devices including dimples. Bons et al.@28# showed considerable
success using both steady and pulsed vortex generator jets. The
preceding list of studies, while long, is by no means inclusive. It is
merely a sample of recent work, biased toward the most recent
studies.

Much has been learned from the work to date, but the nature of
separated flow transition is still not completely clear, and existing
models are still not as robust as needed for accurate prediction.
The present study expands the existing database. The flow through
a single-passage cascade-simulator is documented under both high
and low FSTI conditions at several different Reynolds numbers.
The geometry of the passage corresponds to that of the ‘‘Pak-B’’
airfoil, which is an industry supplied research airfoil that is rep-
resentative of a modern, aggressive LP turbine design. This geom-
etry was used in several of the studies mentioned above~@15–
17,21,23,24,27,28#!, and the pressure profile from the suction side
of this airfoil was matched in the flat plate study of Volino and
Hultgren @13#. Previous work has included documentation at Re
~based on suction surface length and exit free-stream velocity! as
low as 50,000~e.g., @13,16,21#!. The present work includes the
first complete documentation~to the author’s knowledge! of cases
with Re as low as 25,000. Also new is documentation of the
turbulent shear stress in the boundary layer under both high and
low FSTI.

Details of the experimental facility and results of the study
follow. The present paper focuses on mean and statistical quanti-
ties. Part 2 of this work@29# includes turbulence spectral results,
providing evidence of the important transition mechanisms.

Experiments
Experiments were conducted in a low speed wind tunnel, de-

scribed by Volino et al.@30#. Briefly, air enters through blowers
and passes through a series of screens, a honeycomb, two settling
chambers, and a three-dimensional contraction before entering the
test section. At the exit of the contraction, the mean velocity is
uniform to within 1%. The FSTI is 0.560.05%. Nearly all of this
free-stream ‘‘turbulence’’ is actually streamwise unsteadiness at
frequencies below 20 Hz and is not associated with turbulent ed-
dies. The rms intensities of the three components of the unsteadi-
ness are 0.7, 0.2, and 0.2% in the streamwise, pitchwise and span-
wise directions, respectively. For low FSTI cases, the test section
immediately follows the contraction. For high FSTI, a passive
grid is installed at the contraction exit followed by a 1 m long
rectangular settling chamber. Details of the grid are available in
Volino et al. @30#. At the inlet to the test section the high FSTI
mean flow and turbulence are spatially uniform to within 3 and
6%, respectively. The free-stream turbulence is nearly isotropic
with rms intensities of 8.8, 8.9, and 8.3% in the streamise, pitch-
wise and spanwise directions. The integral length scales of these
components are 3, 1.6, and 1.4 cm. The integral scales were com-
puted from the power spectra of each component.

The test section, shown in Fig. 1, consists of the passage be-
tween two airfoils. Details are listed in Table 1. Cascade simula-
tors of this type have been used in studies such as Chung and
Simon@31#, more recently in the present facility by Aunapu et al.
@32#, and with the PakB geometry by Qiu and Simon@16# and
Kaszeta et al.@21#. A large span to chord ratio of 4.3 was chosen
to insure two-dimensional flow at the spanwise centerline of the

airfoils, where all measurements were made. Upstream of each
airfoil are flaps, which control the amount of bleed air allowed to
escape from the passage. These are adjusted to produce the correct
leading edge flow and pressure gradient along the airfoils. A tail-
board on the pressure side of the passage also aids in setting the
pressure gradient.

Single passage test sections have several advantages. For a
given wind tunnel with fixed maximum flow rate, the single pas-
sage can be considerably larger than a passage in a multi-blade
facility. The larger size and simpler geometry can also result in
better probe access. Previous studies~e.g.,@31,32#! demonstrated
that the full flow field, including the three-dimensional secondary
flows near the endwalls, in a single passage can be set to match
that in a corresponding multi-blade cascade. The present test sec-
tion also has some advantages over flat plate test sections. First,
the airfoil curvature is matched. Second, with an adverse pressure
gradient, suction is often needed to prevent separation on the wall
opposite a flat test plate~e.g., Volino and Hultgren@13#!. A cas-
cade simulator does not require suction due to the favorable pres-
sure gradient on the pressure side of the passage.

Single passages also have disadvantages. It is, of course, im-
possible to establish periodicity. Stage losses cannot be directly
determined since there is flow only on one side of each airfoil and
the downstream wake is, therefore, unlike that in a multi-blade
facility. This limitation, however, is not prohibitive for the present
study. Primary concern is with boundary layer separation and tran-
sition, which occurin the passage. Although the downstream
wake may be different, the flow in the passage does match that of
a multi-blade facility.

Ten different cases have been documented including high and
low FSTI cases at five Reynolds numbers (Re525,000, 50,000,
100,000, 200,000, and 300,000!. The Reynolds number range is
representative of conditions from cruise to takeoff. The FSTI lev-
els in an engine may vary considerably, but the values in the
present work are believed to span the range of most interest. So-
lomon @8# surveyed several studies that included wake effects and

Fig. 1 Schematic of the test section

Table 1 Test section parameters
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found FSTI values ranging from 1 to 5% between wakes and from
3 to 23% within wakes. Wakes can affect transition and separation
in the boundary layer in three ways. First, the FSTI rises during a
wake passage compared to the between-wake value. Second, a
calmed region follows wake induced transition. The calmed flow
is nonturbulent, but unlike a steady nonturbulent flow, it can be
very resistant to separation. Finally, independent of the FSTI ef-
fect, each wake includes a mean velocity deficit, resulting in tem-
poral deceleration and acceleration as the wake passes. Lou and
Hourmouziadis@12# separated this temporal effect from the wake
turbulence effect, using downstream control to create an oscillat-
ing velocity in their test section. In the present study, only steady
flow is considered. While the significant effects of temporal ac-
celeration and calming are not present, the high and low FSTI
cases of the present study do allow a means for evaluating the
effect of wake turbulence level.

Measurements. Pressure surveys were made for each case
using a pressure transducer~0–870 Pa range Validyne transducer!
and a Scanivalve. Stagnation pressure was measured with a pitot
tube upstream of the passage inlet, and eleven pressure taps were
located on each airfoil along their spanwise centerlines. Locations
of the taps on the suction side are listed in Table 2 along with
measured local FSTI components, and the ReK product at these
stations based on a nonseparating, inviscid solution. The pressure
distribution on the upstream portion of the suction side always
closely matched the inviscid solution for flow over the airfoil.
This allowed the use of the measured static pressure at the third
pressure tap on the suction side, along with the inviscid flow
solution for the passage and the upstream stagnation pressure, to
determine the nominal passage exit velocity, which was used to
normalize the measured pressure distributions. More convention-
ally the measured inlet velocity and the inlet and exit flow angles
are used to compute the exit velocity. Because the velocity at the
third tap is 1.9 times that at the passage inlet, and therefore easier
to measure, using the third tap velocity reduced the bias uncer-
tainty in the pressure coefficients, particularly at the lower Rey-
nolds numbers. The uncertainty in the suction side pressure coef-
ficients was 7% at the lowest Re, and below 4% in other cases.
Most of this uncertainty was due to bias error. Stochastic error
was minimized by averaging pressure transducer readings over a
10-s period.

Velocity profiles were measured at eleven streamwise stations
along the suction side at the locations given in Table 2. Profiles
were measured near but not at the spanwise centerline of the air-
foil to insure that the pressure taps did not interfere with the
velocity measurements. Profiles were acquired with a hot-wire
anemometer~TSI model IFA100! and a single sensor boundary
layer probe~TSI model 1218-T1.5!. The sensor diameter is 3.8
mm, and the active length is 1.27 mm. At each measurement lo-
cation, data were acquired for 26 seconds at a 20 kHz sampling

rate (219 samples!. All raw data were saved. The high sampling
rate provides an essentially continuous signal, which is needed for
intermittency and spectral post-processing. The long sampling
time results in low uncertainty in both statistical and spectral
quantities. Data were acquired at 60 wall normal locations in each
profile, extending from the wall to the free-stream, with most
points concentrated in the near wall region. The closest point was
0.1 mm from the wall, which corresponds toy/Ls50.0004 and
between 0.01 and 0.2 boundary layer thicknesses. Flow direction
in a separation bubble cannot be determined with a single-sensor
hotwire, but velocity magnitude can be measured and was found
to be essentially zero within the bubbles of the present cases.
Determining the direction was not, therefore, considered essential.
At locations where the boundary layer was attached, local wall
shear stress was computed from the near wall profile using the
technique of Volino and Simon@33#. Uncertainties in the mean
velocity are 3–5%, except in the very near wall region (y1,5)
where near-wall corrections~Wills @34#! were applied to the mean
velocity. Uncertainties in the momentum and displacement thick-
nesses computed from the mean profiles are 10%. Uncertainty in
the shape factor,H, and the wall shear stress are both 8%.

The uncertainty in the fluctuating streamwise velocity is below
10%, except in the very near wall region, where spatial averaging
effects become important in some cases. Ligrani and Bradshaw
@35,36# showed that spatial averaging over the length of a hot-
wire sensor can result in low apparentu8. Their experiments were
done in a fully-turbulent boundary layer with Reu52600. The spa-
tial averaging effects become important when the sensor length is
longer than the width of the smaller near wall streaks in a turbu-
lent boundary layer. Ligrani and Bradshaw@35,36# found that the
spatial averaging effects become small when the dimensionless
sensor length,l ut /n, is less than about 25. The error also be-
comes smaller as the sensor is moved away from the wall. This is
expected since the average size of the turbulent eddies should
increase with distance from the wall. The Ligrani and Bradshaw
@35,36# results suggest that when the distance from the wall,y, is
larger than the sensor length,l , that spatial averaging errors are
under 10% even for largel ut /n. Closer to the wall they showed
errors inu8 as large as 30% whenl ut /n560.

In the present study,l ut /n remains below 25 in all cases with
Re,200,000. Spatial averaging is not, therefore, expected to be a
problem, even near the wall. For the Re5200,000 cases,l ut /n is
above 25 at Station 11 of the low FSTI case and at Stations 9–11
of the high FSTI case, reaching values as high as 60. Spatial
averaging should not be significant fory.1 mm (y/Ls.0.004),
but may cause errors as high as 30% closer to the wall. It is not
certain that the errors are this large, however. The momentum
thickness Reynolds numbers in the present cases are all below
700, which is significantly below the Reu52600 value of the Lig-
rani and Bradshaw@35,36# study. This may indicate less devel-
oped turbulence in the present study, which could imply fewer
small-scale eddies and lower averaging errors. For the Re
5300,000 cases,l ut /n reaches values as high as 90 at Stations
10 and 11 of the low FSTI case and Stations 9-11 of the high FSTI
case. As in the Re5200,000 cases, errors should be small when
y.1 mm, but may be larger closer to the wall.

A boundary layer cross-wire probe~TSI model 1243-T1.5! was
used to measure profiles of the wall normal velocity and turbulent
shear stress at Stations 7–11 for each case. The upstream bound-
ary layer was too thin for cross-wire measurements. Data were
acquired at 25 locations in each profile, beginning 1 mm from the
wall and extending to the free-stream. Sampling rates and times
were the same as for the single sensor probe. Uncertainty in the
turbulent shear stress is 10%.

Measurements with the cross-wire probe are subject to spatial
averaging errors due to the length of the sensors~1.27 mm active
length! and the spacing between the two sensors~1 mm!. Apply-
ing the results of Ligrani and Bradshaw@35,36# and Ligrani et al.
@37# to the present cases, spatial averaging may be significant at

Table 2 Measurement stations locations, local acceleration
„inviscid soln. …, and measured local free-stream turbulence
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locations very near the wall, particularly for the high Reynolds
number cases. At locations farther from the wall than 1 mm, how-
ever, the errors should become small and within the 10% uncer-
tainty estimate given in the foregoing. Hence, no measurements
were made aty locations below 1 mm. Because all measurements
were at y.1 mm and a boundary layer type probe was used,
probe blockage effects were not expected to be significant.

The intermittency,g, is the fraction of time the flow is turbulent
within the transition region, and was determined at each measure-
ment location using the technique described in Volino et al.@30#
with an uncertainty of 10%. Turbulent flow in the boundary layer
is defined here as flow which includes a range of large and small
scales, turbulence production, and dissipation. Using this defini-
tion, a boundary layer may be characterized by significant fluc-
tuations, but still be nonturbulent if these fluctuations are induced
by an external source which does not cause near-wall turbulence
production. Such is often the case under high FSTI conditions.
Free-stream eddies ‘‘buffet’’ the boundary layer, inducing nontur-
bulent boundary layer fluctuations. Buffeting may occur through
pressure fluctuations. Boundary layer fluid is pushed in the wall
normal direction across the mean gradient in the streamwise ve-
locity, resulting in significantu8 fluctuations. This type of motion
was termed ‘‘inactive’’ by Bradshaw@38# since it does not result
in momentum transport, in spite of potentially highu8 levels. In
addition to buffeting, some free-stream eddies may penetrate into
the boundary layer and cause some mixing. As described in Volino
@39#, the eddies which have the greatest effect, whether through
buffeting or penetrating the boundary layer, will be the larger,
energy containing eddies. The nonturbulent boundary layer sub-
ject to these external effects will be characterized by large-
amplitude, low-frequency fluctuations. Transition to turbulence is
characterized not so much by large increases inu8 levels, which
may remain essentially constant, but by the appearance of higher
frequencies superimposed on the low frequencies. The higher fre-
quencies signal the generation of turbulence in the near wall re-
gion. Volino et al.@30# provide examples of an intermittent flow
switching in time between disturbed nonturbulent and turbulent
states.

The presence or absence of high frequencies in a signal is used
to distinguish between turbulent and nonturbulent flow, using the
algorithm presented by Volino et al.@30#. The algorithm is similar
to others found in the literature. Briefly, the time derivative of a
signal is computed and compared to a threshold. Rapid~high-
frequency! fluctuations result in high derivatives. When the de-
rivative is larger than the threshold, the flow is declared instanta-
neously turbulent and the intermittency function is assigned a
value of 1. When the derivative is below the threshold, the inter-
mittency is assigned a value of 0. The time average of the function
is the intermittency,g. Volino et al.@30# showed that intermittency
can be computed based onu8 or u8v8 signals with essentially the
same result. Results based onu8 are presented in this paper.

Results

Pressure Profiles. Pressure coefficients for all ten cases are
shown in Fig. 2. At the upstream stations on the suction side, there
is good agreement between the data at all Reynolds numbers and
the inviscid flow solution. Separation appears to occur ats/Ls of
about 0.6 in all cases. These results agree with those of Volino and
Hultgren @13#, who also observed that the separation location did
not depend strongly on the Reynolds number or FSTI. They are in
contrast to other studies, such as Qiu and Simon@16#, which
showed that the separation location depended more strongly on
Re. Reattachment depends strongly on both Re and FSTI. With
low FSTI ~Fig. 2~a!!, the boundary layer appears to be separated
in all cases at Stations 8 and 9. It reattaches by Station 10 for the
Re5200,000 and 300,000 cases, reattaches by Station 11 for the
Re5100,000 case, and does not reattach at all for the Re
525,000 and 50,000 cases. Reattachment for the high FSTI cases

~Fig. 2~b!! occurs upstream of the low FSTI locations. The bound-
ary layer appears to be separated in all cases at Station 8, but has
already reattached by Station 9 in the Re5200,000 and 300,000
cases. Reattachment has occurred by Station 10 for the Re
5100,000 case, and appears to be beginning at Station 11 for the
Re550,000 case. The boundary layer does not appear to reattach
when Re525,000, in spite of the high FSTI. Results for the low
FSTI cases are very similar to the flat plate results of Volino and
Hultgren@13#. The present high FSTI results appear to show about
a 10% larger separation region than the flat plate cases of@13#.
The differences are small and of the order of the resolution of the
measurement stations. Any differences between the studies are
presumably due to differences in the free-stream turbulence. Al-
though the high FSTI in both studies was about 8%, the inlet
free-stream turbulence was more anisotropic in Volino and Hult-
gren @13#, and the integral length scales of the free-stream turbu-
lence in @13# were about double those in the present study. The
larger length scale presumably caused earlier transition in the
Volino and Hultgren@13# study, resulting in a slightly shorter
separation bubble. Comparison to the high FSTI cases of Simon
et al.@17# shows reattachment about 14% farther upstream in@17#
than in the present study. With low FSTI, Simon et al.@17# did not
observe reattachment at all when Re5100,000, while it was ob-
served in the present study. For the low FSTI Re5200,000 case,
they indicate reattachment about 6% farther upstream than the
present study. Although the streamwise pressure gradients were

Fig. 2 Cp profiles: „a… low FSTI, „b… high FSTI
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nominally the same in the present study and Simon et al.@17#,
small differences in the pressure gradients along with differences
in the intensity and length scales of the free-stream turbulence
were apparently responsible for the differences in reattachment
location.

Upstream Boundary Layer. The local free-stream velocities
at Station 1–5 for all 10 cases closely followed the equation

U`

Ue
51.48S s

LS
D 0.214

(1)

which corresponds to the free-stream velocity distribution for a
Falkner-Skan wedge flow. Figure 3 shows that the 50 mean veloc-
ity profiles from all 10 cases at these stations collapse onto the
same Falkner-Skan profile. Skin friction coefficients, shown in
Fig. 4, which were computed using the near wall profiles, also
follow the Falkner-Skan solution. There is no significant differ-
ence between the low and high FSTI cases. Agreement with the
flat plate data of Volino and Hultgren@13# is good. For the low
FSTI cases, it is not surprising that the laminar boundary layer
closely follows the expected laminar solution. Under the same
high FSTI inlet conditions, however, Volino et al.@30# showed
that a non-turbulent boundary layer may be strongly influenced by

the free-stream turbulence and exhibit large deviation from lami-
nar behavior. In the present study, the acceleration parameter,K, is
in some of the cases over 10 times larger than in the Volino et al.
@30# study, and the boundary layer thickness is as little as 1/5 that
in @30#. These differences apparently limit the free-stream effect
on the upstream boundary layer, resulting in the observed laminar-
like behavior.

Figure 5 shows profiles of the rms fluctuating streamwise ve-
locity, u8, for the 50 upstream profiles. The low FSTIu8 is mainly
streamwise unsteadiness that scales with the localU` . Values are
low everywhere, increasing slightly from the free-stream value to
a peak aty/u53 and then dropping to zero at the wall. For the
high FSTI cases the free-streamu8 level does not change signifi-
cantly within the test section and scales withUe . Since the
boundary layer fluctuations are caused by the free-stream fluctua-
tions, theu8 profiles collapse when normalized onUe . The col-
lapse is not perfect since the free-streamu8 does drop somewhat
as the eddies are strained in the accelerating flow. Qualitatively
the behavior is the same as in the low FSTI cases, with high
values in the free-stream rising to a peak aty/u53 and dropping
to zero near the wall. The peak inu8 has lower magnitude and is
farther from the wall than would be expected in a turbulent
boundary layer. In all cases the boundary layer is clearly laminar-

Fig. 3 Mean velocity profiles from Station 1–5, all cases

Fig. 4 Skin friction coefficients from Station 1–6, all cases

Fig. 5 Boundary layer u 8 profiles from Stations 1–5— „a… low
FSTI cases, „b… high FSTI cases
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like in spite of the highu8 level. This is shown in both the mean
velocity profiles~Fig. 3! and the local skin friction coefficients
~Fig. 4! which follow laminar flow solutions.

Low FSTI Transition. Downstream of Station 6, the pressure
gradient becomes adverse and separation and transition occur.
Figures 6 through 10 show profiles at Stations 6–11 ofU, u8, the
turbulent shear stress,2u8v8, and the intermittency,g, for the
five low FSTI cases. Thev8 profiles are qualitatively very similar
to the 2u8v8 profiles in all cases and are not shown. In the Re
525,000 case~Fig. 6!, the mean velocity profile has just separated
at Station 7, and the separation bubble grows continuously larger
at the downstream stations. There is no reattachment, but rather a
massive separation with a burst bubble at the trailing edge. The
intermittency is nearly zero everywhere, indicating that the shear
layer remains essentially laminar. Although the flow is laminar,u8
is nonzero. Theu8 peak grows as the flow moves downstream,
and its location is concurrent with the inflection point in the mean
profile. The2u8v8 values remain near zero through Station 10,
but then rise at Station 11 with a peak in the shear layer at the
same location as theu8 peak. The magnitude of this peak is ex-
tremely low; the eddy viscosity at the peak is only about 1/30th of
the molecular kinematic viscosity. Although not significant in
terms of eddy transport, this peak may signify the beginning of
transition.

Figure 7 shows the profiles for the Re550,000 case. Results are
very similar to the Re525,000 case of Fig. 6. The boundary layer
does not reattach. The2u8v8 profile at Station 11 again exhibits
a low level peak. The dimensionless value of this peak is about
three times that of the peak in Fig. 6, indicating that the Re
550,000 case may be closer to transitioning.

Results for the Re5100,000 case are shown in Fig. 8. The mean
velocity profiles show that the boundary layer is on the verge of
separating at Station 7, but is still attached. It has separated by
Station 8, and the separation bubble grows through Station 10,
although it does not become as thick as in the lower Re cases. At
Station 10, the mean velocity near the wall rises slightly above
zero, indicating the beginning of reattachment. At Station 11 the
boundary layer is clearly reattached. The intermittency is near
zero through Station 10, and then suddenly increases to 1 at Sta-
tion 11, indicating fully turbulent flow as the boundary layer re-
attaches. The peak in the intermittency is well away from the wall,
indicating that transition begins in the shear layer over the sepa-
ration bubble. Theu8 profiles exhibit a peak in the shear layer at
Stations 8 and 9, similar to the behavior at the lower Re. At
Station 10 there is an increase inu8 near the wall as reattachment

begins. The turbulent shear stress profile rises above zero at Sta-
tion 10 with a dimensionless value that is an order of magnitude
larger than the peak shown in Fig. 7 for the Re550,000 case. At
Station 11 the magnitude of the peak has increased by another
order of magnitude and the boundary layer is clearly turbulent.
The peak in2u8v8 is well away from the wall, indicating that
while the boundary layer is turbulent and reattached, it has not yet
recovered to fully developed turbulent conditions.

Figure 9 shows the profiles for the Re5200,000 case. The mean
velocity profiles indicate that separation does not occur until near
Station 8. There is a clear separation bubble at Station 9, and the
boundary layer is reattached by Station 10. By Station 11 the
mean profile appears to have recovered to a fully developed tur-
bulent shape. The intermittency jumps from near 0 at Station 9 to
1 at Station 10, indicating a rapid transition and reattachment. The
magnitude ofu8 increases similarly, from a small peak near
the inflection point of the mean profile at Station 9 to high
values throughout the boundary layer at Station 10. The turbulent
shear stress profiles show the same sudden increase between
Stations 9 and 10, and the peak is still away from the wall at
Station 11, indicating that recovery from separation may not be
fully complete.

Fig. 6 Station 6–11 profiles for low FSTI, Re Ä25,000 case— „a…
mean velocity, „b… u8, „c… Àu8v 8, „d… intermittency

Fig. 7 Station 6–11 profiles for low FSTI, Re Ä50,000 case— „a…
mean velocity, „b… u8, „c… Àu8v8, „d… intermittency

Fig. 8 Station 6–11 profiles for low FSTI, Re Ä100,000 case—
„a… mean velocity, „b… u8, „c… Àu8v8, „d… intermittency
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The Re5300,000 case profiles are shown in Fig. 10. Separation
again occurs near Station 8. By Station 9 the separation bubble
has clearly grown and the nonzero mean velocities near the wall
indicate that the boundary layer is on the verge of reattachment.
The u8 values increase greatly between Stations 8 and 9. Theu8
profile has a peak in the shear layer over the separation bubble and
a second peak near the wall, which is indicative of reattachment.
The intermittency profile at Station 9 shows this same double
peak. The boundary layer is reattached and fully turbulent by Sta-
tion 10. The turbulent shear stress profile rises to a small but
discernable nonzero level at Station 9, corresponding to the begin-
ning of reattachment and the rise of the intermittency. By Station
11,2u8v85ut

2 near the wall, which would be expected for a fully
developed, attached turbulent boundary layer.

The velocity data of Figs. 6–10 agree with the pressure profiles
of Fig. 2~a!. The separation locations agree, although the velocity
profiles provide better resolution and indicate that separation does
move downstream somewhat as Reynolds number increases. The
reattachment locations indicated by the pressure profiles corre-
spond to locations where the velocity profiles have clearly reat-
tached. Incipient reattachment is visible in the mean velocity one
station upstream of full reattachment in some cases. In all cases

the magnitude ofu8 begins to increase in the shear layer after
separation. At first this increase inu8 occurs without a corre-
sponding increase in2u8v8, which remains near zero, and the
shear layer remains laminar. As the flow continues downstream,
low but nonzero2u8v8 values eventually appear in the shear
layer, and at the higher Reynolds numbers this is quickly followed
by a rapid rise of2u8v8, sudden transition to turbulence, and
almost immediate reattachment of the boundary layer. At the two
lowest Reynolds numbers, the initial rise in2u8v8 was detected,
but it occurred so far downstream that transition and reattachment
never occurred. The present results are consistent with those of
Hatman and Wang@10#, Lou and Hourmouziadis@12#, and Volino
and Hultgren@13#, who also considered low FSTI separated flow
transition. They also reported rapid transition and attributed it to
the breakdown of a Kelvin-Helmholtz-type instability of the shear
layer. The transition mechanism in the present study will be dis-
cussed in more detail in Part 2@29#.

High FSTI Transition. Profiles for the high FSTI cases are
shown in Figs. 11–15. For the Re525,000 case~Fig. 11!, the
mean velocity profiles show that the boundary layer has separated
by Station 6. The boundary layer appears on the verge of reattach-
ing at Stations 10 and 11, but is not clearly reattached. Theu8
level rises rapidly after separation, with a peak in the shear layer
at each station. The free-stream buffets the shear layer, forcing
fluid across a large mean velocity gradient,dU/dy, which causes
high u8 levels. The same effect is present in the attached boundary
layer upstream~Fig. 5b!, but is damped somewhat by the wall.
Free-stream buffeting and highu8 do not necessarily imply turbu-
lent transport, and the turbulent shear stress remains low through
Station 9. The2u8v8 level rises to high levels at Stations 10 and
11, but the peak is in the shear layer and drops to zero at the wall.
Perhaps at this very low Reynolds number, even significant trans-
port in the shear layer is insufficient to promote full reattachment
of the boundary layer. Turbulent reattachment may be an intermit-
tent phenomenon, related to and much like transition. At the lower
Re it may occur over an extended distance. The intermittency
indicates that the flow remains nonturbulent, in spite of the high
levels of 2u8v8 at the downstream stations. The intermittency
function, as defined above, only declares the flow turbulent when

Fig. 9 Station 6–11 profiles for low FSTI, Re Ä200,000 case—
„a… mean velocity, „b… u8, „c… Àu8v8, „d… intermittency

Fig. 10 Station 6–11 profiles for low FSTI, Re Ä300,000 case—
„a… mean velocity, „b… u8, „c… Àu8v8, „d… intermittency

Fig. 11 Station 6–11 profiles for high FSTI, Re Ä25,000 case—
„a… mean velocity, „b… u8, „c… Àu8v8, „d… intermittency, „e… v8
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the velocity fluctuations include a full range of both large and
small scales. The apparent mismatch between the2u8v8 and g
profiles of Fig. 11 may indicate that the fluctuations which cause
the turbulent shear stress initially do not include this range of
scales. Turbulent shear stress spectra are presented in Part 2@29#.
Profiles of the wall normal fluctuating velocity,v8, are also shown
in Fig. 11. At Stations 7–9, high free-stream values drop to zero at
the wall, with no peak corresponding to the peak inu8. The free-
stream buffeting effect onv8 is damped by the wall, a phenom-
enon also observed in attached, nonturbulent boundary layers un-
der high FSTI conditions~Volino et al. @30#!. A peak emerges in
v8 in the shear layer at Station 10 and 11, corresponding com-
pletely with the rise in2u8v8 at these stations. The link between
v8 and 2u8v8 was clear at all Re, making it unnecessary to
present bothv8 and2u8v8 for the remaining cases.

The Re550,000 case of Fig. 12 is very similar to the Re
525,000 case. Reattachment is clearer, however, at Station 11,
and the intermittency is nonzero at this station. Figure 13 shows
the Re5100,000 case. In this case the intermittency indicates that
transition has begun by Station 9, which corresponds to an initial
rise in2u8v8. The mean profile shows that the boundary layer is

reattached at the last two stations. The high2u8v8 peaks away
from the wall indicate that the boundary layer has not fully recov-
ered from the separation at Station 11.

It is not clear that separation occurs in the Re5200,000 case
~Fig. 14!, but the velocity mean profile at Station 8 has an inflec-
tion point and appears to be close to separating. By Station 9 the
boundary layer is clearly attached, the intermittency indicates
transition is underway,u8 is high even near the wall, and2u8v8
has risen to a turbulent level. At Station 11,2u8v8 reaches a
maximum equal tout

2 near the wall, indicating a fully developed
attached turbulent flow.

The Re5300,000 results of Fig. 15 are very similar to those at
Re5200,000. Transition begins slightly earlier at Re5300,000,
with the intermittency greater than zero at Station 8. The thin
boundary layer at Re5300,000 results in peaks in2u8v8 at Sta-
tions 9 and 10 that are too close to the wall to resolve with the
cross-wire probe.

In general, transition in the high FSTI cases began upstream of
the locations in the corresponding low FSTI cases, and the tran-
sition region length was longer with high FSTI. This agrees with
the observations of Volino and Hultgren@13#, who also observed

Fig. 12 Station 6–11 profiles for high FSTI, Re Ä50,000 case—
„a… mean velocity, „b… u8, „c… Àu8v8, „d… intermittency

Fig. 13 Station 6–11 profiles for high FSTI, Re Ä100,000
case— „a… mean velocity, „b… u8, „c… Àu8v8, „d… intermittency

Fig. 14 Station 6–11 profiles for high FSTI, Re Ä200,000
case— „a… mean velocity, „b… u8, „c… Àu8v8, „d… intermittency

Fig. 15 Station 6–11 profiles for high FSTI, Re Ä300,000
case— „a… mean velocity, „b… u8, „c… Àu8v8, „d… intermittency
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that transition was less abrupt with high FSTI. Boundary layeru8
levels are much higher with high FSTI, but the turbulent shear
stress magnitude remains low until transition begins and does not
appear to depend strongly on FSTI.

Shape Factor and Momentum Thickness. As discussed
above, stage losses cannot be determined quantitatively using a
single passage test section, but is possible to compute the momen-
tum thickness of the suction side boundary layer at the trailing
edge. As explained by Howell et al.@20#, this momentum thick-
ness is proportional to the suction side profile loss when the
boundary layer shape factor and passage exit angle remain con-
stant. For those cases in which the boundary layer reattaches and
recovers to a fully developed turbulent shape,H is approximately
equal to 1.4. In these cases the suction side profile loss is likely
the dominant loss mechanism~Howell et al.@20#!. In those cases
in which the boundary layer does not fully reattach, or reattaches
near the trailing edge, the shape factor will be very large due to a
large displacement thickness. The momentum thickness may be
relatively small compared to the displacement thickness in these
cases, since the wall shear is essentially zero andu will not grow
significantly in the free-shear layer. Large losses would then be
expected in the wake, downstream of the airfoil.

Figure 16 shows the shape factor at Station 11 (s/Ls50.94) as
a function of Re. In the Re5200,000 and 300,000 cases, the shape
factor is approximately 1.4, indicating that the boundary layer is
reattached and that the momentum thickness is a good indicator of
overall losses. For the lower Re cases,H is significantly higher,
particularly in the low FSTI cases. The lowerH in the high FSTI
cases indicates that high FSTI helps to keep the separation bubble
thinner by promoting more mixing in the shear layer over the
bubble and by inducing earlier transition and reattachment. Figure
17 shows the Station 11 momentum thickness as a function of Re.
High FSTI helps keep the separation bubble thinner, as shown
above in the mean velocity profiles of Figs. 6–15, which tends to
result in loweru and lower losses when the boundary layer reat-
taches. High FSTI also promotes increased mixing, however,
which tends to increaseu. For the Re5300,000 cases, Fig. 17
indicates that the second effect is more significant andu is higher
for the high FSTI case. Transition and reattachment occur suffi-
ciently far upstream in the low FSTI case that the effect of the
high FSTI in promoting even earlier reattachment is not enough to
counter the enhanced mixing effects. This suggests that small,
controllable separation bubbles may be acceptable or even desir-
able in some cases, as proposed by Hourmouziadis@1# for con-
trolled diffusion blading. For the Re5200,000 and 100,000 cases,

the earlier reattachment caused by high FSTI is more significant
and u is lower for the high FSTI cases. This result is consistent
with the observation in several studies that unsteady wakes
from upstream airfoils result in lower losses. Enhanced mixing in
the shear layer explains the higheru for the high FSTI cases at
Re525,000. These momentum thicknesses do not relate directly
to losses since the shear layer does not reattach in either of the
Re525,000 cases.

Comparison to Correlations. Hatman and Wang@10# dis-
cuss three modes of separated flow transition. Based on their
criteria, the present cases all fall into their laminar-separation
long-bubble category. The data support this; separation occurred
before transition. Hatman and Wang@10#, Mayle @2# and others
suggest that the Thwaites@40# criteria, Reu

2K520.082, is a good
predictor for laminar separation. A laminar, attached flow solu-
tion would put Reu

2K520.082 between Stations 6 and 7 in all
cases of the present study. The presence of the separation bubble
changes the local acceleration, however, which tends to move the
location where Reu

2K520.082. Volino and Hultgren@13# found
the Thwaites criteria to be a good predictor of separation and it
appears to work well for the present study as well. Exact predic-
tion of the separation point is not straightforward, however, due to
the interdependence of localK values and the separation bubble
location.

Prediction of transition and reattachment is more difficult. Hat-
man and Wang@10# present a transition correlation based on low
FSTI data which predicts that transition should not occur in any of
the present cases. Clearly, however, transition and reattachment do
occur. The2u8v8 profiles indicate that transition is imminent
even in the low FSTI, low Re cases. Volino and Hultgren@13#
drew comparisons to correlations from Mayle@2# and Davis et al.
@41# with mixed results. Comparisons to the present data are simi-
larly mixed. The Mayle correlations predict the distance from the
separation point to the onset of transition based on Reu at the
separation location. He presents a correlation for short separation
bubble length and a correlation for long bubble length, which is
3.3 times the short bubble length. The Davis et al.@41# correlation
also predicts the distance from separation to transition onset, but
as a function of the FSTI. Table 3 presents the distance from
separation to the start of transition, normalized on the suction
surface length, for all cases of the present experiments and as
predicted by the Mayle@2# and Davis et al.@41# correlations. The
finite spacing between the measurement stations results in uncer-
tainty in Reu at separation and in the exact locations of separation
and transition, so a range of values is given for each quantity in

Fig. 16 Shape factor at Station 11 Fig. 17 Momentum thickness at Station 11
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the table. The results of the present cases lie between the Mayle
long and short bubble correlations to within the resolution of the
measurement locations. The Davis et al. correlation tends to pre-
dict too long a distance for the low FSTI cases and too short a
distance for the high FSTI cases.

Existing correlations appear to give reasonable rough estimates
of separated flow transition in some cases, but they are not par-
ticularly accurate or robust predictors. The general agreement be-
tween the similar cases of the present study, Volino and Hultgren
@13#, and Simon et al.@17# suggests that prediction of separated
flow transition should be possible to some extent. The differences
between the results of these studies, noted above, suggest that
very accurate prediction of the flow may prove difficult and
strongly dependent on small differences in boundary conditions. It
is doubtful that a simple, robust correlation can be developed to
incorporate all relevant boundary condition effects and provide
very accurate predictions. It is also questionable whether the
boundary conditions could be specified accurately enough for ac-
tual engine conditions. Perhaps they can, with addition research,
however, and it may be possible to improve predictions with ad-
vanced computational schemes. The difficulty of predicting tran-
sition suggests that it may be advantageous to develop flow con-
trol schemes to force transition to occur at desired locations rather
than try to predict it under existing conditions.

Conclusions
Separated flow transition has been documented for cases with

Reynolds numbers ranging from 25,000 to 300,000 at both high
and low FSTI. The following conclusions can be drawn from the
results.

1 The start of boundary layer reattachment occurs near the start
of transition, and both depend strongly on Re and FSTI.

2 High FSTI results in competing effects with regard to losses.
It causes enhanced mixing, which tends to promote boundary
layer growth and increase losses. At the same time, it promotes
earlier transition and reattachment, which reduces boundary layer
thickness and losses. At the highest Re, reattachment occurred
shortly after separation regardless of FSTI level, and high FSTI
resulted in higher losses. At the intermediate Re, high FSTI re-
duced losses. At the lowest Re, the boundary layer did not reattach
even with high FSTI, so losses would be high regardless of FSTI
level.

3 The turbulent shear stress level can remain near zero in spite
of high FSTI and highu8 in the boundary layer. The beginning of
a rise in2u8v8 signals the beginning of transition. In the lowest
Re cases, transition did not occur and the boundary layer did not
reattach, but the beginning of a rise in2u8v8 was observed near
the trailing edge. This hints that it may be possible to induce
transition even at very low Re.

4 The present results agree roughly with similar studies from
the literature and existing correlations but there are significant
differences. Attempts to control transition and force its location
may prove more fruitful than prediction of unmodified flow. The
present study provides an extensive, detailed baseline data set for
ongoing flow control experiments.
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Nomenclature

Cf 5 skin friction coefficient
Cp 5 2(PT2P)/rUe

2, pressure coefficient
FSTI 5 free-stream turbulence intensity

H 5 d* /u, shape factor
K 5 (n/U`

2 )(dU` /ds), acceleration parameter
Ls 5 suction surface length
l 5 hot-wire sensor length
P 5 pressure

PT 5 upstream stagnation pressure
Re 5 UeLs /n, exit Reynolds number
Res 5 U`s/n, local Reynolds number
Reu 5 momentum thickness Reynolds number

s 5 streamwise coordinate, distance from leading edge
U 5 mean streamwise velocity

U` 5 local free-stream velocity
Ue 5 nominal exit free-stream velocity, based on inviscid

solution
u8 5 rms streamwise fluctuating velocity
ut 5 Atw /r, friction velocity

2u8v8 5 time averaged turbulent shear stress
v8 5 rms wall normal fluctuating velocity

y 5 cross-stream coordinate, distance from wall
y1 5 yut /n, distance from wall in wall coordinates
d* 5 displacement thickness

g 5 intermittency, fraction of time flow is turbulent
n 5 kinematic viscosity
r 5 density

tw 5 wall shear stress
u 5 momentum thickness
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Separated Flow Transition Under
Simulated Low-Pressure Turbine
Airfoil Conditions—Part 2:
Turbulence Spectra
Spectral analysis was used to investigate boundary layer separation, transition and reat-
tachment under low-pressure turbine airfoil conditions. Cases with Reynolds numbers
ranging from 25,000 to 300,000 (based on suction surface length and exit velocity) have
been considered at low (0.5%) and high (9% inlet) free-stream turbulence levels. Spectra
of the fluctuating streamwise velocity and the turbulent shear stress are presented. The
spectra for the low free-stream turbulence cases are characterized by sharp peaks. The
high free-stream turbulence case spectra exhibit more broadband peaks, but these peaks
are centered at the same frequencies observed in the corresponding low turbulence cases.
The frequencies of the peaks suggest that a Tollmien-Schlichting instability mechanism
drives transition, even in the high turbulence cases. The turbulent shear stress spectra
proved particularly valuable for detection of the early growth of the instability. The
predictable nature of the instability may prove useful for future flow control work.
@DOI: 10.1115/1.1506939#

Introduction

In Part 1 of the present study@1#, the significance of boundary
layer separation, transition, and reattachment to the flow over
modern low-/pressure turbine airfoils was discussed. Measured
mean velocity and statistical turbulence quantities were presented
for cases with high and low free-stream turbulence intensity
~FSTI! and Reynolds numbers~based on suction surface length
and exit velocity! ranging from 25,000 to 300,000. The separation
point tended to move downstream somewhat as Reynolds number
increased. Transition and reattachment locations moved upstream
significantly as Re or FSTI were increased.

While the statistical quantities presented in Part 1@1# provide a
quantitative description of what happens under different Re and
FSTI conditions, they do not explain the transition mechanism. To
better explain the transition process and accurately predict or con-
trol it, an understanding of the physics which cause the results
observed in Part 1@1# is needed. The present paper uses spectral
analysis to investigate separated flow transition.

Mayle @2# classified the modes of transition as ‘‘natural transi-
tion,’’ ‘‘bypass’’ transition; ‘‘separated flow’’ transition of the
shear layer over a separation bubble; ‘‘periodic-unsteady’’ transi-
tion, which might also be called wake-induced bypass transition;
and reverse transition. Under low FSTI, zero streamwise pressure
gradient conditions, natural transition is expected. This type of
transition has been extensively documented and can be predicted
with linear stability analysis. As described by Schlichting@3#,
when the displacement thickness Reynolds number exceeds a
critical value, the boundary layer becomes unstable to small dis-
turbances, which begin to grow as Tollmien-Schlichting~TS!
waves. These waves eventually become three dimensional and
result in turbulent spots. Under high FSTI, zero pressure gradient
conditions, large disturbances can cause a bypass of the linear
growth stages of transition, resulting in the sudden appearance of
turbulent spots. At intermediate FSTI, elements of both bypass
and natural transition may be observed. Sohn and Reshotko@4#,

for example, presented data for a 1% FSTI case, showing both
spectral peaks at possible TS frequencies and broadband unsteadi-
ness more typical of bypass transition.

In some cases, transition is observed even though linear stabil-
ity theory predicts that the boundary layer should not develop TS
waves. Volino@5#, for example, considered a favorable pressure
gradient case with high FSTI that clearly underwent transition.
The boundary layer thickness remained low in this case due to the
acceleration, resulting in Red* below the critical limit for linear
instability.

Separated flow transition could potentially include elements of
either natural or bypass transition. In separated flow cases the
pressure gradient is adverse, resulting in a boundary layer or shear
layer that typically is unstable to TS waves. High FSTI, however,
might be the dominant factor in a separated shear layer, over-
whelming the effect of any TS waves and producing bypass tran-
sition. Hughes and Walker@6# list several studies with FSTI below
0.9% in which TS waves were detected in adverse pressure gra-
dient cases. They also note that Halstead et al.@7# did not detect
TS waves in the flow through a rotating cascade with more rep-
resentative, higher FSTI. Solomon and Walker@8#, however, pro-
vide evidence of TS waves under conditions similar to those of
Halstead et al.@7#. Hughes and Walker@6# considered a flow with
wakes, in which the FSTI between wakes ranged from less than
1% to about 3%, and the FSTI in the wakes was about 8%. They
provide clear evidence of TS waves.

Hatman and Wang@9#, Volino and Hultgren@10#, and Lou and
Hourmouziadis@11# all considered low FSTI, adverse pressure
gradient flows and observed transition in the shear layer over
separation bubbles. Spectral data in all three studies showed clear
evidence of an instability along with harmonics. It was expected
that this instability was very similar to the Kelvin-Helmholtz in-
stabilities observed in free shear layers, although the unstable fre-
quencies were somewhat different than expected for free shear
layers since the separation bubbles were bounded by the wall on
one side. Volino and Hultgren@10# also considered high FSTI
cases and observed broadband unsteadiness in the spectra of the
streamwise fluctuating velocity,u8. Spikes at discreet frequencies,
which were observed in the low FSTI cases, were not present.
They stated that transition in the high FSTI cases appeared to be
through a bypass mode.
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Clearly there is some disagreement regarding the transition
mechanism in separated boundary layers, particularly under high
FSTI conditions. Some of these differences may stem from physi-
cal differences in the boundary conditions between the various
studies. The present study addresses the issue through spectral
analysis of flows over a range of Reynolds numbers at both high
and low FSTI. Included in the analysis are spectra of the turbulent
shear stress, which were not considered in previous studies.

Experiments
The experimental facility and the cases considered are de-

scribed in detail in Part 1@1#. A low-speed wind tunnel supplies
air to a single-passage cascade-simulator with geometry and flow
angles matching those for the industry supplied Pak-B airfoil. For
the low FSTI cases, the background turbulence level for the wind
tunnel is nominally 0.5%, and consists primarily of low frequency
unsteadiness. A passive grid is used to generate a high inlet FSTI
of 8.7%.

Velocity data were acquired at 11 streamwise measurement sta-
tions along the spanwise centerline of the suction side of the pas-
sage. Station locations are given in Table 1. At each station, in-
stantaneous streamwise velocity was measured at 60 locations as a
single sensor hot-wire probe was traversed from the airfoil surface
to the free-stream. The voltage from the hot-wire was offset and
amplified by a factor of 10 and low pass filtered at 10 kHz using
signal conditioners~TSI model 157!. At each location, data were
acquired for 26 s at a 20 kHz sampling rate (219 samples!. The
high sampling rate provides an essentially continuous signal,
which is needed for spectral processing. The long sampling time
results in low uncertainty in both statistical and spectral quantities.
Two component velocity measurements were made at Stations
7–11 with a cross-wire probe. The upstream boundary layer was
too thin for cross-wire measurements. Data were acquired at 25
locations in each profile, beginning 1 mm from the wall and ex-
tending to the free-stream. Sampling rates and times were the
same as with the single sensor probe. Power spectra ofu8, the
wall normal fluctuating velocity,v8, and the turbulent shear
stress,2u8v8, were computed for the data from all measurement
locations. Uncertainties in theu8, v8 and 2u8v8 spectra are all
10%. Frequencies are resolved from 4.88 to 10 kHz in 4.88 Hz
increments using a 4096 point Fast Fourier Transform to compute
the spectra. As a check, the spectra were integrated with respect to
frequency and found to equal the corresponding time averaged
Reynolds stresses.

Data sets were acquired for cases at high and low FSTI with
exit Reynolds numbers of 25,000, 50,000, 100,000, 200,000 and
300,000. The upstream boundary layer through Station 6 remained
laminar in all of these cases, with the mean velocity following a
Falkner-Skan wedge flow solution. Downstream of Station 6 the
pressure gradient becomes adverse. Separation occurred between
Stations 6 and 8, with the separation point moving downstream as
Re increased. Reattachment did not occur in the high or low FSTI,
Re525,000 cases or the low FSTI, Re550,000 case. In all other
cases the boundary layer did reattach, and the reattachment point
moved upstream as Re or FSTI was increased. Details are avail-
able in Part 1@1#. Theu8 level rose in the shear layer in each case
after the boundary layer separated, but the turbulent shear stress
remained near zero until transition began. Transition began in the
shear layer and quickly led to boundary layer reattachment. In the
Re525,000 cases, low but non-zero turbulent shear stress was

observed at the most downstream stations, indicating that al-
though the shear layer was still non-turbulent and separated, it
was showing signs of the start of transition.

As discussed in Part 1@1#, the finite length of the hot-wire
sensors~1.27 mm! will result in some spatial averaging and could
result in attenuation of the measured fluctuating velocity compo-
nents. Based on the results of Ligrani and Bradshaw@12,13#, it
was explained in Part 1 that the errors in the rms fluctuating quan-
tities are within the 10% uncertainty estimates in the majority of
cases in the present study. Exceptions occur for the Re5200,000
cases at Station 11 of the low FSTI case and Stations 9–11 of the
high FSTI case. For the Re5300,000 cases, larger errors are ex-
pected for Stations 10–11 of the low FSTI case and Stations 9–11
of the high FSTI case. For these cases, errors may be as large as
30% near the wall, but should be under 10% aty locations greater
than 1 mm. As explained by Ligrani et al.@14#, measurements
with the cross-wire probe are subject to potentially larger errors
due to the finite spacing~1 mm! between the two sensors. These
errors will be largest near the wall, but become smaller than the
10% uncertainty fory locations above 1 mm. For this reason,
cross-wire measurements were only made fory.1 mm.

The spectra in the present paper are presented to show the en-
ergy content of the fluctuating quantities as a function of fre-
quency. The average errors in these spectra, therefore, should be
the same as those given in the foregoing for the corresponding
rms quantities. The errors will not be uniform with respect to
frequency across the spectra, however. As explained by Ligrani
and Bradshaw@13#, spatial averaging effects will be most severe
for the smallest scales~highest frequencies! in the flow. Applying
the spectral results of Ligrani and Bradshaw@13# to the present
study, errors due to spatial averaging aty locations above 1 mm
will rise above 10% at frequencies above 150, 300, 600, 1200, and
1800 Hz for the Re525,000, 50,000, 100,000, 200,000, and
300,000 cases respectively. Below these frequencies the errors
should be under 10%. These frequencies are all above the frequen-
cies of the spectral peaks in the results presented below, so the
peaks should not be significantly attenuated. For the Re525,000
and 50,000 cases, all significant energy in the spectra is below the
frequencies given above, so there is no significant attenuation of
the results at any frequency. For the Re5100,000 case, only the
high frequency ‘‘tail’’ of the spectra will be subject to significant
error. Magnitudes at these high frequencies may be as much as
30% low. Similarly for the Re5200,000 and 300,000 cases, errors
will only rise above 10% at frequencies about twice those of the
spectral peaks. Magnitudes at the highest frequencies may be as
much as 40% low in these cases.

Frequencies of Interest
Transition in the shear layer over the separation bubble could

be initiated by Tollmien-Schlichting waves originating in the
boundary layer upstream of separation. Upstream of Station 6, the
pressure gradient is favorable and the boundary layer should not
develop TS waves at any frequencies. At Station 6 the flow begins
to decelerate and immediately becomes unstable. Walker@15# pro-
vides the following equation for the frequency of maximum am-
plification rate for TS waves:

2pn f /U`
2 53.2 Red*

23/2 (1)

The TS frequencies predicted by Eq.~1! are listed in Table 2.
Values are given for Stations 6 and 7 for the cases in which the
boundary layer is still attached at these stations.

Another possible path to transition is breakdown of the shear
layer though a Kelvin-Helmholtz-type instability. The frequency
of the instability should scale with the velocity change across the
shear layer and inversely with the shear layer thickness. Since the
velocity in the separation bubble is nearly zero, the velocity dif-
ference across the shear layer equals the local free-stream veloc-
ity. The shear layer thickness,dS , is determined from the mean

Table 1 Measurement stations
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velocity profiles presented in Part 1@1#. Table 2 lists the quantity
U` /dS for each station where the boundary layer is separated.

Results

Free-Stream Spectra. The u8 andv8 free-stream spectra are
shown in Fig. 1 for each station of the low FSTI, Re5300,000
case. Frequency is plotted on a log scale versus frequency times

power spectral density on a linear scale. In these coordinates the
area under the curve in any frequency band is proportional to the
contribution to the quantity of interest in that band. Theu8 spectra
are dominated by low amplitude unsteadiness at frequencies be-
low 20 Hz. Theu8 spectra for the lower Re cases~not shown!
have proportionately lower amplitudes, but the frequency range
remains the same. The frequencies associated with turbulent ed-
dies would be expected to scale with the free-stream velocity.
Since the frequencies in the present cases remain constant as Re is
changed, the unsteadiness in the wind tunnel is most likely not
associated with turbulent eddies. Thev8 spectra show the same
low frequencies asu8 but at 1/10th the magnitude. A second lower
peak is centered at about 100 Hz. This peak is also present with
the same magnitude inu8, and is visible in an expanded version
of Fig. 1~a!. The frequency of this second peak scales with the
free-stream velocity and is proportionately lower for the lower Re
cases. Its magnitude is very low, and by itself would correspond to
an rms turbulence level of about 0.01%. It is likely the residual
turbulence remaining after the wind tunnel screens.

The u8 and v8 free-stream spectra for the high FSTI Re
5300,000 case are shown in Fig. 2. The magnitude ofu8 is about
25 times larger than in the low FSTI case of Fig. 1~a!. At the
upstream stations there is a peak at about 30 Hz. This peak decays
due to streamwise straining of the flow as it is accelerated through
Station 6. In the adverse pressure gradient region downstream
of Station 6, a broadband peak emerges centered at about 700 Hz.
In the lower Re cases, theu8 spectra is qualitatively the same, but

Fig. 1 Free-stream spectra for low FSTI, Re Ä300,000 case—
„a… u 8, „b… v 8

Fig. 2 Free-stream spectra for high FSTI, Re Ä300,000 case—
„a… u 8, „b… v 8

Table 2 Most unstable Tollmien-Schlichting frequencies prior
to separation and U` ÕdS values in shear layer
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the magnitudes scale withU`
2 and the frequencies scale with

U` . The v8 spectra of Fig. 2~b! all appear similar with a broad-
band peak centered at 60 Hz. As withu8, the magnitudes and
frequencies of thev8 spectra in the lower Re cases scale with the
free-stream velocity, and appear qualitatively similar to those of
Fig. 2~b!.

Upstream Boundary Layer. Contours of the boundary layer
u8 spectra from Station 4 of the low FSTI Re5100,000 case
are shown in Fig. 3. Frequency in Hz is shown on the horizontal
axis on a log scale, and distance from the wall normalized on
the suction surface length is on the vertical axis on a linear scale.
The frequency is left dimensional since there is no single ap-
propriate normalization for all regions of the flow. The contours
in Fig. 3 show the dimensionless magnitude of the spectra asf
•PSD(u82)/U`

2 . A slice through the data of Fig. 3 at a fixed
distance from the wall would produce a spectrum in the coordi-
nates of Fig. 2, except with dimensionless magnitude. The number
~1.46e-05!, which appears in the center of the figure, indicates the
magnitude of the outermost contour and the contour spacing.
Hence, the outermost contour value is 1.4631025, the next con-
tour value is 2.9231025, the next is 4.3831026, etc. The same
format is used in all the figures which follow. Figure 3 shows a
peak near the wall centered at 50 Hz and unsteadiness below 20
Hz extending from the free-stream to near the wall. The results
shown in Fig. 3 are typical of the behavior at Stations 1–6 in all
the low FSTI cases. The 50 Hz peak was also visible in the Re
5200,000 and 300,000 cases, but not at the two lower Re. This
peak did not appear to have any significant effect on the down-
stream boundary layer.

Figure 4 shows the spectra from Station 4 of the high FSTI
Re5300,000 case in the coordinates of Fig. 3. The Fig. 4 spectra
are typical of the spectra at Stations 1–6 of all the high FSTI
cases. There is a near wall peak at 100 Hz, which is 1.7 times the
frequency of the free-streamv8 frequency peak shown in Fig.
2~b!. The distance of the peak from the wall is larger in the lower
Re cases, scaling with the boundary layer thickness. The fre-
quency of the peak scales with Re, and is consistently 1.7 times
the dominantv8 frequency in the free-stream. This indicates that
the boundary layer unsteadiness is induced by free-stream buffet-
ing. Volino @5# discusses free-stream buffeting of boundary layers
in more detail.

Low FSTI Transition. Upstream of Station 6, the boundary
layer unsteadiness is attributable to low amplitude streamwise un-
steadiness in the low FSTI cases, and free-stream buffeting in the

high FSTI cases. Buffeting, as explained in Part 1@1#, refers to the
effect of free-stream pressure fluctuations on the boundary layer
as fluid is pushed in the wall normal direction across the gradient
in the mean streamwise velocity. Downstream of Station 6, the
pressure gradient becomes adverse, and the spectra become more
interesting. Figure 5 shows theu8 spectra contours for Stations
7–11 of all the low FSTI cases. The coordinates of each subplot
are the same as those of Fig. 3. In the Re525,000 case~top row of
Fig. 5!, the contours at Station 7 show the low frequency unsteadi-
ness observed at the upstream stations. Between Stations 7 and 10,
the magnitude of the peak increases by an order of magnitude.
The peak at each station moves away from the wall. Comparison
to the mean velocity profiles presented in Part 1@1# shows that the
location of the peak corresponds, not surprisingly, to the shear
layer over the separation bubble. The Re550,000 case~row 2!
shows similar behavior through Station 10, but a second peak
emerges at about 78 Hz at Station 11. This second peak is indica-
tive of transition.

In the Re5100,000 case~row 3 of Fig. 5!, a sharp peak appears
at Station 10 at 273 Hz. The contour spacing increases by two
orders of magnitude between Stations 9 and 10, indicating a simi-
lar increase in the magnitude of the peak. The peak is so sharp and
so large that it appears as a line in the contour plot. Figure 6
shows this Re5100,000, Station 10 data in the same coordinates
as Fig. 5, but three dimensionally. The low frequency unsteadiness
visible at Station 9 is still present, but since its magnitude is only
1/50th that of the 273 Hz peak, it is barely visible in Fig. 6. The
sharp peak in the shear layer is typical of all the low FSTI cases.

In the Re5200,000 case~row 4 of Fig. 5!, a small peak appears
in the shear layer at 698 Hz at Station 9. By Station 10 this peak
has increased in size by two orders of magnitude and is becoming
more broadband as the boundary layer reattaches and becomes
turbulent. Although not clear in Fig. 5, the sharp spectral peak
remains in the center of this broadband turbulence and is clear in
the format of Fig. 6. Similar behavior is apparent in the Re
5300,000 case, but the spectral peak and subsequent turbulence
are centered at 922 Hz.

Contours of the normalized turbulent shear stress spectra,f
•PSD(2u8v8)/U`

2 , for the low FSTI cases are shown in Fig. 7.
The format is the same as in Fig. 5. The shear layer is laminar at
Stations 7 and 8 in all cases, and the turbulent shear stress is near
zero. The Re525,000 case shows a low magnitude, 15 Hz peak at
Station 10. The peak was obscured in theu8 spectra of Fig. 5 due
to the presence of other streamwise unsteadiness at similar fre-
quencies. The magnitude of the 15 Hz shear stress peak increases

Fig. 3 Contours of fPSD „u 82
…, low FSTI, ReÄ100,000, Station

4; outer contour magnitude and contour spacing indicated by
numerical value in field of figure

Fig. 4 Contours of fPSD „u 82
…, high FSTI, Re Ä300,000, Station

4; outer contour magnitude and contour spacing indicated by
numerical value in field of figure

Journal of Turbomachinery OCTOBER 2002, Vol. 124 Õ 659

Downloaded 01 Jun 2010 to 171.66.16.35. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



by a factor of 15 between Station 10 and 11, but its amplitude is
still quite low. Close inspection of theu8 spectra~Fig. 5! at Sta-
tion 11 shows a double peak, with one peak at 15 Hz. The mean
profiles of Part 1@1# indicate that transition may be imminent, but
the shear layer is still laminar at Station 11.

The Re550,000 case shows similar behavior to that at Re
525,000. A turbulent shear stress peak appears at Station 10 and
is 37 times larger by Station 11. This peak did not become visible
until Station 11 in theu8 spectra. Similarly, in the Re5100,000
case a sharp turbulent shear stress peak emerges at Station 9, one
station upstream of its appearance inu8. The shear stress peak
appears at Station 9 in the Re5200,000 and 300,000 cases. In all
cases, the peak appears at the same frequency inu8 and2u8v8,
but tends to become visible earlier in the2u8v8 spectra due to
the lower magnitude of the low-frequency ‘‘noise’’ in2u8v8.

The frequencies of the spectral peaks are listed for all cases in
Table 3. Also indicated in the table are the stations at which these
frequencies were determined. The frequencies of the peaks did not
change significantly in the streamwise direction. Because the
peaks do not appear until after the boundary layer has separated,
there is some reason to believe that a Kelvin-Helmholtz-type in-

Fig. 5 Contours of f "PSD„u 82
…ÕU`

2 , low FSTI cases; station number indicated above each column; by row— „a… Re
Ä25,000, „b… ReÄ50,000, „c… ReÄ100,000, „d… ReÄ200,000, „e… ReÄ300,000; outer contour magnitude and contour spacing
indicated by numerical value in field of each subplot, 5 contours shown in each subplot

Fig. 6 Spectra of f "PSD„u 82
…ÕU`

2 , low FSTI, ReÄ100,000,
Station 10

Table 3 Measured peak frequencies in spectra
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stability may be involved. For the low FSTI cases, comparison of
the spectral peak frequencies to theU` /dS values in Table 2
shows that the spectral frequencies andU` /dS values both in-
crease with Re, as expected. The ratio of the measured frequency
to U` /dS is not a constant, however, ranging from about 0.04 to
about 0.08. Comparison of the measured frequencies to the TS
frequencies of Table 2 shows better correlation. At the three high-
est Re, the measured frequencies agree with the TS frequencies at
Station 7~the last station before separation! to within 20%. The
boundary layer is already separated at Station 7 in the Re
525,000 and 50,000 cases, so the frequency comparison must be
made at Station 6. Agreement with the TS frequencies is not as
good in these cases as at the high Re. Hughes and Walker@6# note
that since the most unstable TS frequency changes with stream-
wise position, the frequency observed in the shear layer need not
equal the TS value at any single upstream position.

High FSTI Transition. Contours of theu8 spectra for the
high FSTI cases are shown in Fig. 8. In the Re525,000 case~top
row!, there is low frequency unsteadiness at the same frequencies
observed upstream~Fig. 4!. As in the low FSTI cases, the peaku8
location is in the shear layer over the separation bubble. In the
Re550,000 case, the outermost contour at Station 10 extends to
higher frequencies than at the upstream stations, and by Station 11
a new peak has emerged at 60 Hz, extending from the shear layer
down to the wall. The magnitude of this new peak is about equal
to the magnitude of the original, low-frequency peak, which is
also still visible. Similar behavior is clear for the Re5100,000

case. Higher frequencies begin to emerge at Station 9, and a large,
clear peak centered at 260 Hz is visible at Stations 10 and 11. In
the Re5200,000 and 300,000 cases, some signs of higher frequen-
cies are already visible at Station 8, and a double peak is clear at
Station 9. At Stations 10 and 11, the higher frequency peak over-
whelms the lower frequencies.

Comparing Fig. 8 to Fig. 5, the contour levels in the high FSTI
case are about 2 orders of magnitude higher than in the low FSTI
case at Stations 7 and 8. This is expected and due to the higheru8
caused by free-stream buffeting in the high FSTI case. Farther
downstream, however, after the higher frequencies emerge, the
contour levels are higher for the low FSTI cases. This is some-
what misleading, as the rmsu8 levels are actually very similar in
the high and low FSTI cases at these stations. The lower contour
levels in the high FSTI case result because theu8 fluctuations are
distributed over a wider frequency band. The spectral peaks of
Fig. 8 are much broader than the corresponding peaks of the low
FSTI cases shown in Figs. 5–7. Figure 9 shows theu8 spectra at
Station 10 of the high FSTI, Re5100,000 case. Comparing to Fig.
6, the high FSTI case exhibits much more low frequency activity
due to free-stream buffeting, and the peak is clearly broader in
frequency than the 273 Hz spike of the low FSTI case.

Figure 10 shows contours of the turbulent shear stress spectra
for the high FSTI cases. Values at Stations 7 and 8 are low, in
spite of the high FSTI, indicating that much of theu8 unsteadiness
observed in Fig. 8 does not involve turbulent transport. Distinct,
broadband peaks emerge by Station 9 in all cases. As in the low

Fig. 7 Contours of f "PSD„Àu 8v 8…ÕU`
2 , low FSTI cases; see Fig. 5 caption for further explanation
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FSTI cases, these peaks are visible in2u8v8 farther upstream
than they are inu8. The peak becomes visible in2u8v8 soon
after it forms, but theu8 peak must grow to become larger than
the free-stream induced fluctuations before it is discernable.

The broad peaks in the high FSTI cases might suggest that
transition occurs through a bypass mode. This was the conclusion

of Volino and Hultgren@10#. Closer inspection, however, reveals
strong similarity to the low FSTI cases. The frequencies of the
peaks in the high FSTI cases are listed in Table 3. The broad
nature of the high FSTI case peaks, as shown in Fig. 9, result in an
uncertainty of about 20% in the frequency values in Table 3. With
this uncertainty, the frequency at each Re is essentially the same
as in the corresponding low FSTI case. Comparison to the TS
frequencies in Table 2 show the same good agreement observed in
the low FSTI cases. Close inspection of Fig. 10 reveals that at the
four highest Re, the peak in2u8v8 begins to appear, with very
low magnitude, at Stations 7 and 8. The boundary layer is still thin
at these stations, so part of the peak lies closer to the wall than can
be measured with the cross-wire probe. The closest measurement
to the wall with the cross-wire was aty51 mm, which corre-
sponds toy/d99.5 between 0.2 and 0.65 at the stations in question.
What is visible, however, is at the same frequencies as present
downstream. Since the boundary layer is still attached at Station 7,
it is doubtful these fluctuations could be induced by a Kelvin-
Helmholtz-type instability. Instead, it appears that a TS instability
plays a role, even in the high FSTI cases. This agrees with the
findings of Hughes and Walker@6#, who used instantaneous wall
shear measurements to identify wave packets both within and be-
tween wakes in an unsteady flow. Although it appears that TS
waves play a role in the high FSTI cases, it should be noted that it
is also possible that transition occurs though a bypass mode, and

Fig. 8 Contours of f "PSD„u 82
…ÕU`

2 , high FSTI cases; see Fig. 5 caption for further explanation

Fig. 9 Spectra of f "PSD„u 82
…ÕU`

2 , high FSTI, Re Ä100,000,
Station 10
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that the spectral peaks are due not to TS waves, but to the turbu-
lence within turbulent spots. Perhaps both TS and bypass modes
play a role, as suggested by Mayle@2#.

Conclusions
Turbulence spectra provide valuable insights into the transition

mechanism. Clear sharp peaks were observed in the spectra of the
low FSTI cases, at frequencies indicating a probable TS instability
mechanism for the breakdown of the shear layer over the separa-
tion bubble to turbulence. The spectra were more broadband for
the high FSTI cases, but the peaks of these spectra occurred at
the same frequencies as in the corresponding low FSTI cases,
suggesting a possible similar transition mechanism at high and
low FSTI. The turbulent shear stress spectra were valuable for
detection of instabilities upstream of the location where peaks
became discernable in theu8 spectra. In the high FSTI cases,
low magnitude peaks were detected in2u8v8 upstream of sepa-
ration, further supporting the argument for a TS transition. Larger
initial disturbances in the high FSTI cases resulted in detectable
2u8v8 farther upstream than in the low FSTI cases. Since the
adverse pressure gradient boundary layer is unstable to distur-
bances over a broad range of frequencies and the free-stream tur-
bulence contains a range of scales, broad peaks emerge in the
boundary layer spectra of the high FSTI cases. These peaks con-
trast with the sharp peaks of the low FSTI cases, which result
from the growth of small disturbances at the most unstable fre-

quencies. The presence and predictability of the shear layer insta-
bility may prove useful in future attempts to induce transition for
separation control.
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Nomenclature

FSTI 5 free-stream turbulence intensity
f 5 frequency in Hz

Ls 5 suction surface length
PSD 5 power spectral density ofu82 or 2u8v8

Re 5 UeLs /n, exit Reynolds number
Red* 5 U`d* /n displacement thickness Reynolds number

s 5 streamwise coordinate, distance from leading edge
U` 5 local free-stream velocity
Ue 5 nominal exit free-stream velocity
u8 5 streamwise fluctuating velocity

2u8v8 5 turbulent shear stress
v8 5 wall normal fluctuating velocity

y 5 cross-stream coordinate, distance from wall
d* 5 displacement thickness

Fig. 10 Contours of f "PSD„Àu 8v 8…ÕU`
2 , high FSTI cases; see Fig. 5 caption for further explanation
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dS 5 shear layer thickness
d99.5 5 99.5% boundary layer thickness

n 5 kinematic viscosity
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Predicting Transition Without
Empiricism or DNS
A numerical procedure for predicting the receptivity of laminar boundary layers to
freestream turbulence consisting of vortex arrays with arbitrary orientation has been
developed. Results show that the boundary layer is most receptivity to those vortices
which have their axes approximately in the streamwise direction and vortex wavelengths
of approximately 1.2d. The computed near wall gains for isotropic turbulence are similar
in magnitude to previously published experimental values used to predict transition. The
new procedure is therefore capable of predicting the development of the fluctuations in the
laminar boundary layer from values of the freestream turbulence intensity and length
scale, and hence determining the start of transition without resorting to any empirical
correlation. @DOI: 10.1115/1.1506940#

Introduction
For many years, engineers have used empirical correlations

~e.g., Abu-Ghannam and Shaw@1#! to predict transition on gas
turbine blades. These correlations are generally fairly reliable for
attached flows and where the flow is at least approximately two-
dimensional, but for separated flow or where strong blade curva-
ture or sweep is present there are no reliable correlation proce-
dures. Furthermore, the collection and correlation of experimental
data to encompass all the possible flow scenarios encountered on
a gas turbine blade would appear to be an exhaustive task. In the
last few years, direct numerical simulation techniques have been
used successfully to predict transition for simple geometries.
These methods do have the potential to predict transition accu-
rately for situations where correlations can not. However, cur-
rently DNS is computationally too expensive to be used for engi-
neering design calculations.

Work by Johnson and co-workers@2,3# and Mayle and co-
workers@4,5# has improved physical understanding of the bypass
transition process. They recognized that the growth of low-
frequency streamwise velocity fluctuations in the pre-transitional
boundary layer is directly responsible for the generation of turbu-
lent spots. This resulted in the derivation of transition prediction
procedures for both zero pressure gradient flows@5# and favorable
and adverse pressure gradients~Johnson and Ercan@3#!. Although
these procedures were successful, they still require empirical cor-
relation procedures to predict the velocity fluctuations in the pre-
transitional boundary layer. Therefore, although the methods pro-
vide an improved understanding of bypass transition, their
extension to more complex flow situations is not possible without
further extensive empirical correlation data.

The purpose of the current work was to develop a numerical
procedure to determine the velocity fluctuations in the pre-
transitional boundary layer resulting from a prescribed freestream
turbulence structure. The objective was to understand the mecha-
nisms through which the fluctuations are generated, and hence to
identify a means of prediction for general three dimensional
boundary layers.

Theory
Experimental work@3# has demonstrated that the amplitude of

velocity fluctuations in the pre-transitional boundary layer scales
with the amplitude of the freestream turbulence which induces
them. This suggests that the fluctuations can be reasonably pre-

dicted through a linear perturbation method. Furthermore, the ma-
jority of empirical correlations for start of transition use purely
local boundary layer conditions. This suggests that although his-
torical effects do exist~e.g., leading edge geometry!, these are of
secondary importance. For simplicity therefore it has been as-
sumed in the current work that the laminar fluctuations can be
approximated as linear perturbations to a nondeveloping~inviscid!
boundary layer whose profile is given by the polynomial

u

U
52S y

d D25S y

d D 4

16S y

d D 5

22S y

d D 6

(1)

The momentum equations governing the linear perturbation are
then

ut81
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r
px81uux81uyv82y¹2u850 (2)

v t81
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r
py81uvx82y¹2v850 (3)

wt81
1

r
pz81uwx82y¹2w850 (4)

and the continuity equation is

ux81vy81wz850 (5)

The perturbation to be considered will be periodic inx, z, andt,
but must also decay in the streamwise direction through viscous
dissipation. Therefore, if spanwise symmetry aboutz50 is as-
sumed, the perturbation will be given by

u8

U
5upeiVx~X2cT! cos~VZZ!e2bX (6)

v8

U
5vpeiVx~X2cT! cos~VZZ!e2bX (7)

w8

U
5wpeiVx~X2cT! sin~VZZ!e2bX (8)

p8

rU2 5ppeiVx~X2cT! cos~VZZ!e2bX (9)

where the coefficientsup , vp , wp , andpp are complex functions
of Y, VX , andVZ are the angular frequencies in the streamwise
and spanwise directions, respectively,c is the perturbation con-
vection velocity andb is the streamwise decay coefficient. The
dimensionless spatial and temporal co-ordinatesX, Y, Z, andT are
defined in the Nomenclature.
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Substituting these expressions for the perturbation into the
equations of motion~Eqs.~2!–~5!! leads to

F2
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U
2cDVX1
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22D21VZ
22b21 i2bVX!Gup
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vp1~ iVX2b!pp50 (10)
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whereD[d/dY

Freestream Perturbations. In the freestreamDu50, and so
through the elimination of the velocity fluctuations between Eqs.
~2! to ~5! it can be shown that the Laplacian of the pressure fluc-
tuation is zero

¹2p850 (14)

Hence substituting from Eq.~9! and assuming a periodic variation
of frequencyVy

2 in the Y direction

~VX
21VY

21VZ
22b21 i2bVX!pp50 (15)

The only viable solution for a freestream disturbance where
VxÞ0 is thatpp50. Equation~10! now becomes

F2b1 i ~12c!VX1
1

Re
~VX
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(16)

Identical forms of this equation also result from Eqs.~11! and~12!
for the v andw velocity components, and so for a nonzero solu-
tion for the perturbation velocity field
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or for positiveb
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For typical boundary layers and frequencies
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so
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The convection velocity~Eq. ~17!! can now be rewritten as

c.~114~Fx
21Fy

21Fz
2!!0.5 (22)

whereFx5Vx /Re5fxy/U2, Fy5 f yy/U2 andFz5 f zy/U2.
The amplitude of a perturbationA with spatial frequenciesFX ,

FY , andFZ is then given by

A5A0 exp@0.5 Rex~12@114~Fx
21Fy

21Fz
2!#0.5!# (23)

where A0 is its amplitude at some arbitraryX50 datum. For
typical windtunnel conditions the dimensionless frequenciesFX ,
FY , and FZ will be much less than unity, and soA can be ap-
proximated as

A.A0 exp@2Rex~Fx
21Fy

21Fz
2!# (24)

This equation suggests that the frequency spectra for the pertur-
bations is only a function of Rex (Fx

21Fy
21Fz

2), and hence that
the turbulent length scale will vary asx0.5 which has been con-
firmed in wind tunnel experiments~Roach@6#!. The overall turbu-
lent decay can also be determined as

Tu25Tu0
2E

0

xE
0

xE
0

x

A2dFZdFYdFX (25)

which results in Tu5Tuo Rex
20.75 (26)

This result does not agree exactly with the experimental results
of Roach who observed a power law decay, but with a coefficient
of 20.714.

Boundary Layer Fluctuations. The momentum equations
~10!–~12! can now be simplified using the relationships~17! and
~18! to obtain

F2
1

Re
~D21VY

2 !1~ iVX2b!S u

U
21D Gup1

~Du!

U
vp

1~ iVX2b!pp50 (27)

F2
1

Re
~D21VY

2 !1~ iVX2b!S u

U
21D Gvp1Dpp50 (28)

F2
1

Re
~D21VY

2 !1~ iVx2b!S u

U
21D Gwp2VZpp50 (29)

The response of the laminar boundary layer to the freestream
fluctuations defined by the ordinary differential Eqs.~13!, ~27!–
~29! can now be sought. Fourth-order finite difference approxima-
tions using a uniform grid spacing ofDY50.01 was used with a
Gauss Seidel elimination procedure. This system of equations re-
quires seven boundary conditions as the equations are second or-
der inup , vp , andwp and first order inpp . Four of these bound-
ary conditions are provided at the wall, viz.,u5v5w50 and
Dv50. The remaining three boundary conditions result from the
three velocity components in the freestream vortex array.

Freestream Turbulence. In the current work the response of
the boundary layer to homogeneous isotropic freestream turbu-
lence is sought. The momentum Eq.~27!–~29! are satisfied in the
freestream by any periodic variation inY of frequencyVy , but the
amplitude of this variation must also satisfy the continuity Eq.
~13!. The solution for an array of vortices is

u1

U
50 (30)

v1

U
5

e2bX~V21b2bX
2 !0.5cos~VY12aY!cos~VZ1!

~2V21b2~nX
21bX

2 !!0.5 (31)

w1

U
5

e2bX~V21b2nX
2 !0.5sin~VY1!sin~VZ12aZ!

~2V21b2~nX
21bX

2 !!0.5 (32)

whereu1 , v1 , andw1 are the velocity components in theX1 , Y1 ,
andZ1 coordinate directions, which are given by

S X1

Y1

Z1

D 5S aX aY aZ

nX nY nZ

bX bY bZ

D S X
Y
Z
D (33)

and the lagsay , az resulting from the viscous decay are
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sinaY5
bnX

~V21b2nX
2 !0.5 and sinaZ5

bbX

~V21b2bX
2 !0.5

Here the vortex and boundary layer coordinate systems are related
through the unit vectors

S aX

aY

aZ

D 5S cosu cosf
sinf

sinu cosf
D

S nX

nY

nZ

D 5S cosu sinf sinc1sinu cosc
2cosf sinc

sinu sinf sinc2cosu cosc
D

S bX

bY

bZ

D 5S cosu sinf cosc2sinu sinc
2cosf cosc

sinu sinf cosc1cosu sinc
D (34)

such that the orientation of the vortex axes are given by the angles
u and f and the relative orientation of each vortex axis to its
neighbors in the array by the anglec as shown in Fig. 1.

The boundary layer response to this freestream vortex array is
given by a combination of two solutions of the Eqs.~13!, ~27!–
~29! for frequencies of

S VX1

VY1

VZ1

D 5VS nX1bX

nY1bY

nZ1bZ

D
and

S VX2

VY2

VZ2

D 5VS nX2bX

nY2bY

nZ2bZ

D (35)

Solutions were obtained for 100 vortex frequencies from 0 to
2U/d Hz, 40f angles from 0 to 90 deg, 19u angles from 0 to 90
deg, and 45c angles from 0 to 45 deg. The value ofb is such that
freestream fluctuations above the upper limit frequency can be
assumed to have decayed to a negligible amplitude.

Near Wall Gain. Johnson and Ercan@3# showed that in the
near wall region~approximatelyY,0.2) the near wall velocity
fluctuations have an invariant frequency spectra and scale with the
mean velocity. They therefore defined the near wall gain as

G5
uU

~U21V2!0.5u
(36)

as a measure of the receptivity of the boundary layer to freestream
turbulence at a particular frequency. It should be noted that the hot
wire used by Johnson and Ercan responded to both streamwise
and normal velocity components but v50 near the wall.

Results
Figure 2 shows the orientation averaged near wall velocity gain

variation with the freestream vortex wavelength. The figure shows
that the boundary layer is most responsive to a number of specific
wavelengths The values of the gain are however strongly influ-
enced by the vortex orientation as shown in Fig. 3. These results
have only been averaged over the array orientation anglec and
clearly show that it is vortices with axes in or close to the stream-
wise direction that are most effective in generating near wall ve-
locity fluctuations.

Figure 4 showsY-Zplane velocity and pressure plots for a near
streamwise vortex array at 25 and 50% points in the vortex cycle.
The freestream vortex possesses a very low streamwise velocity
component, but as the vortex interacts with the strong shear in the
boundary layer, the normal velocityv component carries highu
velocity fluid into the boundary layer and although there is a rapid
decay in thev8 component this induces a change in pressure
which extends to the wall. This change in pressure results in a
correspondingu8 component which is greatest near the wall
where the steady velocity is least. It is therefore the pressure fluc-
tuation which induces the strong streamwise velocity fluctuations
near the wall. These streamwise ‘‘streaks’’ actually possess only
weak streamwise vorticity as indicated by the smallv8 and w8
velocity components. The lower diagram in Fig. 4 shows that
there is a phase lag between the pressure and streamwise velocity
fluctuations. The amount of lag will depend on the relative mag-
nitudes ofVx and b which determine the relative magnitude of
the real and imaginary terms in the governing Eqs.~13! and~27!–
~29!

The streamwise velocity fluctuations or streaks have also been
observed in experimental boundary layer studies~e.g., Kit-
tichaikam et al.@7# and Westin et al.@8#! and in DNS results Voke
@9#!. Westin et al. observed that the vortex spacing was approxi-
mately 1.2d which correlates closely with one of the peaks ob-
served in Fig. 2. Vortices with wave numbers less than one will
decay rapidly in the freestream as indicated by Eq.~24!, so al-
though the gain for these vortices is high their amplitude in the
freestream and the boundary layer will be low. It is clear that the
near wall streaks induced by freestream streamwise vortices have
an important role in the transition process. It is also clear that if

Fig. 1 Definition of the vortex coordinate system

Fig. 2 Vortex orientation averaged near wall gain as a function
of freestream vortex wave number
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the receptivity of the boundary layer to these vortices can be re-
duced, then transition can be delayed and it seems likely that this
is how drag reduction techniques such as polymers, riblets, and
surface dendricles are successful.

Streamwise Velocity Fluctuations. Equation ~35! indicates
that a vortex with a frequencyV will contribute velocity fluctua-
tions in the three coordinate directions with frequencies between 0
and&V dependent on the vortex orientation. In particular, the
vortices with streamwise or near streamwise axes~u small andf
small! to which the laminar boundary layer is particularly recep-
tive and have relatively highVY and VZ frequencies will have
very low streamwise frequencies. This results in the highest gains
being observed at the lowest streamwise frequencies as indicated
in Fig. 5, which shows the orientation averaged gain values plot-
ted against the streamwise frequencyVX . The current results
therefore identify the freestream streamwise vortices as being the
source of these low frequencies. Mayle et al.@4,5# also deter-
mined that the low streamwise frequencies~wavelengths of 17–19
d! were responsible for generating the majority of the near wall
velocity fluctuations. The predicted gains in Fig. 5 are close to the
measured values obtained by Johnson and Ercan shown in Fig. 6
for frequencies above 0.01. For lower frequencies the predicted
values tend to decrease whereas the measured values are almost
constant. The reason for this is probably that the frequency reso-
lution of the current results is insufficient as the discrepancy at
low frequencies was observed to worsen when lower numbers of
vortex frequencies were used for the predictions. Figure 2 indi-

Fig. 3 Effect of vortex axis direction on the near wall gain for a
vortex wave number of 1.15 and a Re dÄ1000

Fig. 4 Y-Z cross section of approximately streamwise vorti-
ces uÄ0 deg, fÄ1deg. Left-hand diagrams show velocity
perturbation and right hand diagrams show pressure perturba-
tion. Contours: grey—negative, black—positive.

Fig. 5 Near wall gain for isotropic turbulence. „Turbulence
generating grid to plate leading edge Reynolds number of
500,000.…

Fig. 6 Experimental near wall gain results from †3‡
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cated that resonant peaks exist in the frequency response and if
these peaks are not accurately resolved significant errors may re-
sult in their contribution to the gain.

Transition Prediction. When the results from Fig. 5 are in-
tegrated over the full frequency range, the ratio of the near wall to
freestream turbulence level is found. These values are shown in
Fig. 7 together with experimental values from the ERCOFTAC
zero pressure gradient test cases@10#. Mayle’s zero pressure gra-
dient transition correlation@11# is also plotted on this figure where
it has been assumed that the near wall turbulence level reaches
23% at start of transition as suggested by Fasihfar and Johnson
@2#. At higher values ofCf the current predictions lie very close to
the Mayle line, however at lower values ofCf corresponding to
start of transition whereTu,1%, the current predictions would
result in transition at a higher Reynolds number than given by
Mayle. The predicted values are however within the range of the
ERCOFTAC data. Johnson and Ercan deduced that start of tran-
sition is more likely to be influenced by the freestream turbulent
length scale at lowCf ~i.e., low freestream turbulence level! and
this is believed to be responsible for the differences observed here.

Conclusions

1 A linear perturbation technique has been developed which is
capable of predicting the receptivity of laminar boundary layers to
isotropic turbulence consisting of vortex arrays at arbitrary orien-
tation.

2 Laminar boundary layers are most receptive to freestream
vortices which have their axes in approximately the streamwise
direction. These vortices induce strong pressure fluctuations
within the boundary layer which induce streamwise velocity fluc-
tuation streaks near the wall. These streaks have preferred span-
wise spacings which concur with experimental observations.

3 The predicted near wall gain variation with streamwise fluc-
tuation frequency agrees with previously published hot wire mea-
surements.

4 The current results lead to a predictive procedure for start of
transition from values of the freestream turbulence intensity and
length scale which does not require any empirical information, but
is much simpler than DNS. The method can also be extended to
predict spot generation rates and hence transition length.

Future Work
The present paper is restricted to zero pressure gradient bound-

ary layers on flat plates, however the receptivity of any two-
dimensional boundary layer can be predicted simply by altering

the boundary layer profile given in Eq.~1!. Future work will
therefore consider boundary layers subjected to streamwise pres-
sure gradients including those that have undergone separation.
The current procedure can be extended to three-dimensional
boundary layers, and hence the effects of flow features such as
secondary flow on receptivity and hence transition can be studied.
It is also planned to use the procedure to investigate the effects of
compliant surfaces and riblets on receptivity with a view to opti-
mizing drag reduction.

Nomenclature

ax ,ay ,az 5 unit vector in freestream vortex axis direction
bx ,by ,bz 5 unit vector in freestream vortex binormal di-

rection
c 5 fluctuation convection velocity

f x , f y , f z 5 fluctuation frequencies inx, y, andz directions
Fx ,Fy ,Fz 5 dimensionless fluctuation frequencies
nx ,ny ,nz 5 unit vector in freestream vortex normal direc-

tion
p8 5 fluctuating pressure
Re 5 boundary layer thickness Reynolds number

Rex 5 streamwise distance Reynolds number
t 5 time

T 5 (5Ut/d) dimensionless time
u 5 streamwise time mean velocity

u,v,w 5 streamwise, normal, and spanwise fluctuating
velocity components

U 5 freestream time mean velocity
U,V,W 5 freestream fluctuating velocity components

x,y,z 5 streamwise, normal and spanwise coordinates
X,Y,Z 5 (5x/d,y/d,z/d) dimensionless streamwise,

normal, and spanwise coordinates
b 5 fluctuation decay coefficient
d 5 boundary layer thickness
n 5 kinematic viscosity
r 5 fluid density

VX ,VY ,VZ 5 dimensionless fluctuation frequencies inX, Y
andZ directions

Subscripts

t,x,y,z 5 derivatives int, x, y andz
p 5 Fourier coefficient
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Evaluation of Pressure Side Film
Cooling With Flow and Thermal
Field Measurements—Part I:
Showerhead Effects
The goal of this study was to determine how showerhead blowing on a turbine vane
leading edge affects of the performance of film cooling jets farther downstream. An
emphasis was placed on measurements above the surface, i.e., flow visualization, thermal
field, and velocity field measurements. The film cooling performance on the pressure side
of a simulated turbine vane, with and without showerhead blowing, was examined. Results
presented in this paper are for low mainstream turbulence; high mainstream turbulence
effects are presented in the companion paper. At the location of the pressure side row of
holes, the showerhead coolant extended a distance of about 3d from the surface (d is the
coolant hole diameter). The pressure side was found to be subjected to high turbulence
levels caused by the showerhead injection. Results indicate a greater dispersion of the
pressure side coolant jets with showerhead flow due to the elevated turbulence levels.
@DOI: 10.1115/1.1504441#

Introduction

Film cooling of a turbine vane typically involves ejection of a
large amount of coolant from a ‘‘showerhead’’ region of holes
around the leading edge of the vane. Due to dispersion of the
resulting coolant film, additional coolant is ejected along the sur-
face at various intervals along the airfoil. Consequently, the cool-
ant flow from the showerhead region interacts with the coolant
jets located downstream affecting the performance of these down-
stream jets. Although there have been a few studies of the adia-
batic effectiveness performance of these downstream film cooling
holes, there have been no previous studies of the thermal field,
and mean and turbulent velocity fields at the downstream location
due to showerhead injection. Measurement of these thermal and
velocity fields gives insight into how the showerhead blowing
affects downstream film cooling performance.

One objective of this study was to determine whether the show-
erhead flow is reasonably simulated as a turbulent boundary layer
at the downstream location. The vast majority of previous film-
cooling studies have assumed a turbulent boundary layer as an
approach condition. Some previous studies~e.g.,@1#! have inves-
tigated the effect of varying the approach boundary layer for a row
of film cooling holes. Increasing the boundary layer thickness was
found to generally decrease the film cooling performance. This is
due to a thicker boundary layer being less effective in turning the
coolant jet and keeping it attached to the surface.

Previous studies, such as@2–5#, have investigated the effect of
showerhead flow on downstream cooling performance using adia-
batic effectiveness and heat transfer coefficients. Drost and Bo¨lcs
@3# and Polanka et al.@5# studied the effects of a showerhead
injection on the pressure side cooling of a simulated turbine vane.
Both studies found that the combined effect of showerhead and
pressure side coolant injection was not well predicted using a
superposition model, suggesting that the performance of the pres-
sure side coolant jets were affected in some way by the shower-
head coolant flow. However, because measurements in these pre-

vious studies were confined to surface measurements, these
studies failed to yield the physical mechanisms of the interaction
between the coolant flows.

This paper presents Part I of a two-part study in which the
‘‘off-the-wall’’ flow visualization, thermal field and velocity field
techniques described in Cutbirth and Bogard@6# were used to
investigate the interaction of showerhead coolant flow with down-
stream film cooling. For Part I of the study, a low mainstream
turbulence level was used, while the companion Part II paper@7#
focuses on showerhead effects on downstream cooling with high
mainstream turbulence. Although high mainstream turbulence is
more realistic, the mainstream turbulence can be a dominating
influence. Hence, use of low mainstream turbulence in this study
allows a focus on the showerhead effects alone.

Facilities and Experimental Conditions
The test facility for this study consisted of a closed-loop, low-

speed wind tunnel, driven by a 50-hp variable pitch fan. The test
section, shown in Fig. 1, consisted of a simulated three-vane and
two passage turbine vane cascade with outer by-pass passages and
adjustable walls to assure proper flow about the center model test
vane. A full description of the facility is given by Polanka@8#.

The geometry of the airfoil was a large-scale model of a first
stage modern commercial inlet guide vane. The model vane had a
chord length of 59.4 cm and a span length of 54.9 cm. The test
vane was constructed using a polyurethane foam selected for low
conductivity,k50.048 W/m•K, and structural strength. The lead-
ing edge of the vane had a wall thickness of 1.37 cm. The coolant
hole diameter and pitch were constant throughout the vane and
wered54.11 mm andp55.55d, respectively.

The configuration of the coolant holes used in the current study
is shown in Fig. 2. The results for this study focus on the film
cooling performance of the first row of coolant holes on the pres-
sure side of the vane located atx/d5225 wherex50 was the
position of the stagnation line at the leading edge of the vane. The
showerhead region consisted of six rows of holes, spaced 3.33d
apart, with staggered hole positions between rows. For these mea-
surements, the stagnation line of the flow was positioned at the
center of the third row from the pressure side. Therefore, partial
coolant from this row, and the two remaining coolant rows on the
pressure side, provided the showerhead coolant flow directed
along the pressure side of the vane. Each of the coolant holes in
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national Gas Turbine and Aeroengine Congress and Exhibition, Amsterdam, The
Netherlands, June 3–6, 2002. Manuscript received by the IGTI, November 2, 2001.
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the showerhead that contributed to the coolant flow towards pres-
sure side coolant holes of interest, had an injection angle off525
deg, and were oriented laterally~downward,2z direction! with a
streamwise angle ofu590 deg. The coolant configuration for the
pressure side row of holes consisted of an injection angle of
f525 deg with a streamwise angle ofu545 deg.

As is evident in Fig. 2, the vane test model used in this study
had a ‘‘cross-over’’ region in the showerhead where the orienta-
tion of the film cooling holes reversed direction. All results pre-
sented in this paper were obtained in a ‘‘two-dimensional region’’
located above any influence by the cross-over region.

Separate interior plenums fed the showerhead and pressure re-
gion allowing for independent control of the blowing ratio as well
as independent seeding for flow imaging. To insure proper flow
entering the coolant holes, the interior of the test airfoil included
impingement plates consisting of 1-mm-thick stainless steel plates
spaced 5.5 mm from the inner surface of the airfoil and molded to
fit the contour of the turbine vane geometry. The impingement
holes were 7.8 mm in diameter with a pitch of 5.55d.

The coolant temperature was maintained at 167 K for the effec-
tiveness tests, yielding a density ratio ofDR51.8 and approxi-
mating actual engine conditions. However, thermal field and ve-
locity field measurements were done using a density ratio ofDR
51.2. Cutbirth@9# showed that film cooling performance for these
two density ratio conditions where best matched using the mass
flux ratio, M, for the showerhead while matching the momentum
flux ratio, I, for the pressure side coolant holes, at a location of
x/d5228. In this study, our focus was on a low momentum flux
ratio, I 50.2, for which the coolant jets remain attached to the
surface, and a high momentumI 51.2, for which the coolant jets
are expected to be separated from the surface. At a density ratio of
DR51.8, the associated mass flux ratios for theI 50.2 and 1.2
conditions areM50.6 and 1.5, respectively; while forDR51.2,
the associated mass flux ratios for theI 50.2 and 1.2 conditions
are M50.5 and 1.2, respectively. For these two blowing condi-
tions, adiabatic effectiveness performance was nominally the
same forDR51.8 andDR51.2.

The surface temperatures on the center vane model were mea-
sured using an infrared camera, Inframetrics 600L, with a spatial
resolution of 0.7d30.7d. Calibration of the captured images was
performed using type T thermocouples. Using this method, the
uncertainty of the surface temperatures were determined to be
61.0 K for Taw.220 K and62.6 K for Taw,220 K. A full de-
scription of the technique is given by Witteveld et al.@10#.

The measured surface temperatures, coolant jet temperature,
and mainstream temperature were used to calculate the adiabatic
effectiveness as defined in Eq.~1!.

h[
~T`2Taw!

~T`2Tc!
(1)

The uncertainty in effectiveness~95% confidence interval! was
dh50.02 forh.0.4,dh50.01 forh,0.4, anddh̄50.01 for allh̄.
The uncertainty of the blowing ratio wasdMsh560.03 for the
showerhead cooling and varied fromdI ps50.01 todI ps50.05 for
blowing conditions ofI ps50.2 to I ps51.2, respectively, for the
pressure side cooling.

Prediction of the combined performance of the showerhead
cooling and the pressure side cooling was done using the super-
position model given by Sellers@11#. The superposition prediction
is given by Eq.~2!, whereh1 andh2 refer to the showerhead only
and pressure side only conditions, respectively.

h5h11~12h1!•h2 (2)

Velocity measurements were performed using a three-
component laser Doppler velocimeter constructed using TSI
components. For these measurements, collection was performed
in noncoincident mode using side-scatter with 1-mm-dia titanium
dioxide used as seed particles. Fluidized beds were used to seed
the flow within the coolant line and mainstream. Details of the
laser Doppler velocimeter system are presented in Cutbirth@9#.

The temperature probe used in this study consisted of twelve
type E thermocouples suspended by two 1.5-mm-dia prongs. The
prongs were spaced two pitches, 4.6 cm, 11.1d, apart. The ther-
mocouples were 80-mm-dia wires with 0.4-mm-dia Teflon insula-
tion. The thermocouples were stripped bare for the center 2.0 mm
of the probe, with a 1-mm overlap between the Constantan and
Chromel wire, and tack welded. This yielded an array of 0.16-
mm-dia, 1-mm-long temperature sensors. The thermal field data
were normalized using Eq.~2! and the uncertainty in the measured
Q values~95% confidence interval! wasdQ50.01.

Fig. 1 Turbine vane test section

Fig. 2 Film-cooling hole configuration and location of mea-
surement plane
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Q[
~T`2T!

~T`2Tc!
(3)

For flow visualization, a 1-mm-thick laser sheet of light was
used to illuminate titanium dioxide seed particles within the pres-
sure side coolant flow. Imaging and recording of the flow visual-
ization was performed using a commercial camcorder and VCR.
The image processing was performed using the NIH Image soft-
ware. Images were recorded at a rate of 30 frames per second. For
the time-averaged flow visualization images, 8 images collected
over an interval of one second were used.

All experiments were conducted with a mainstream approach
velocity of U055.8 m/s, which established a Reynolds number
matching that of actual engine operation (Re51.23106, based on
chord length and exit velocity!.

Results
In the following presentation of results the effect of the show-

erhead blowing on the downstream flow is illustrated using flow
visualization, and quantified with velocity field and thermal field
measurements. These results are followed with adiabatic effective-ness measurements following the first row of holes, without and

with showerhead blowing. Finally, the process by which the
showerhead blowing interacts with the pressure side film cooling
is detailed with flow visualization, thermal field measurements,
and velocity field measurements.

Effect of Showerhead Blowing on Approach Flow. For this
study the showerhead region of the simulated vane was operated
with a blowing ratio ofMsh* 51.5. This is a blowing ratio giving
good adiabatic effectiveness performance in the showerhead re-
gion ~see Polanka et al.@12#!. Flow visualization of the coolant

Fig. 3 Flow visualization of the showerhead film cooling with
zÕpÄ7.5 and Msh* Ä1.5

Fig. 4 Flow visualization of the upstream flow field for the
pressure side film cooling with IpsÄ0.0 and Msh* Ä1.5

Fig. 5 Thermal profile of the showerhead coolant flow imme-
diately upstream of the pressure side coolant row with Msh*
Ä1.5 and x ÕdÄÀ22

Fig. 6 Showerhead „a… mean and „b… rms profiles at x ÕdÄÀ9
and À28 with Msh* Ä1.5
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emanating from showerhead, shown in Fig. 3, gives graphic evi-
dence of how far into the mainstream the coolant is projected. In
the showerhead region the coolant projects approximately 5d
from the surface, and significant coolant levels are still evident at
4d from the surface downstream at the position of the first pres-
sure side row of holes. For this study, measurements were con-
fined to the ‘‘2-D region’’ identified in the flow visualization im-
age shown in Fig. 4. This figure shows the spanwise coolant
distribution at a position ofx/d5228, with the showerhead
blowing ratio ofMsh* 51.5, and no blowing from the pressure side
holes. The large accumulation of coolant at the lower end of the

image is due to an interaction of coolant from jets directed down-
wards and jets on the lower portion of the airfoil that were di-
rected upwards. The three-dimensional region caused by this op-
posing jet region, and the subsequent effects downstream, are the
subject of a separate study.

Quantitative measurements of the extent of the coolant emanat-
ing from the showerhead are shown in terms of contours of non-
dimensional temperature,Q, in Fig. 5. These temperature con-
tours, measured atx/d5223 immediately upstream of the
pressured side coolant holes, show a relatively uniform distribu-
tion of coolant over a spanwise distance equal to the spanwise

Fig. 7 Comparison of upstream coolant conditions for „a… IpsÄ0.0 and Msh* Ä1.5, „b… IpsÄ0.2 and Msh* Ä0.0, and „c… IpsÄ0.2 and
Msh* Ä1.5
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hole pitch. WithQ50.05 at a distance of 3.5d from the surface,
these thermal field measurements confirm the extent of the coolant
away from the surface.

Profiles of the mean and rms velocities measured immediately
downstream of the showerhead,x/d529, and immediately
downstream of the pressure side row,x/d5228, are presented in
Fig. 6. Data atx/d5228 were taken between the holes and so
were not affected by the coolant flow from the pressure side row.
This figure shows that showerhead injection causes a region of
very high turbulence levels to extend 2d to 3d from the surface
immediately downstream of the showerhead. Byx/d5228, the
urms and v rms turbulence levels are still above 0.6 m/s, or
urms/U.0.08. Furthermore, these mean and turbulence velocity
profiles are not characteristic of a turbulent boundary layer flow.
The mean velocity approaching the wall is much higher than oc-
curs for a turbulent boundary layer with an equivalent boundary
layer thickness of nominallyd52d. More importantly, the high
turbulence levels extending toy/d.2, the apparent edge of the
boundary layer, are not at all characteristic of a turbulent bound-
ary layer. The much higher turbulence levels than would occur
with a turbulent boundary layer would be expected to increase the
dispersion of the coolant.

Adiabatic Effectiveness Results
The following adiabatic effectiveness results contrast the film

cooling performance on the pressure side without and with show-
erhead blowing. For the condition of no showerhead blowing, the
showerhead holes were covered with tape, resulting in laminar
boundary layer flow approaching the pressure side holes. Radom-
sky and Thole@13#, in a study with a vane geometry that was the
same as used in this study, but with no film cooling, found that the
boundary layer was laminar and very thin along the pressure side
of the vane. In this study, we contrasted the effects of the natural
laminar boundary layer with a turbulent boundary layer approach
flow induced by using a boundary layer trip~0.38-mm-dia wire
placed atx/d5210). Measurement of the adiabatic effectiveness
on the pressure side with laminar and turbulent boundary layer
flows ~with no-showerhead! showed a slightly greater adiabatic
effectiveness with the laminar boundary layer. Since disturbances
in the showerhead region would generally promote a transition
to a turbulent boundary layer, we elected to use the tripped turbu-
lent boundary layer condition as the standard for the no-
showerhead case. Hence, differences due to showerhead blowing
would be attributed to the blowing effects rather than a simple
tripping of the laminar boundary layer to a turbulent boundary
layer.

Adiabatic effectiveness contours shown in Fig. 7 are for three
operating conditions:~a! blowing with the showerhead alone us-
ing Msh* 51.5, ~b! blowing from the pressure side row of holes at
M ps50.6 (I ps50.2) without showerhead blowing, and~c! com-
bined blowing from the showerhead and pressure side row of
holes. Not surprisingly, the main difference between adiabatic ef-
fectiveness distributions downstream of the pressure side holes
with and without showerhead blowing is an increase in adiabatic
effectiveness between the coolant jets. The contours indicate that
between the coolant jets, the effectiveness levels are similar to the
showerhead only condition. Also evident from the contours in Fig.
7 is a change in the angle of the coolant jets when the showerhead
is blowing. As will be shown by the velocity field measurements,
this is due to a lateral flow induced by the inclined holes in the
showerhead.

Laterally averaged adiabatic effectiveness,h̄, distributions
downstream of the pressure side row of holes are presented in Fig.
8 for conditions without~a! and with~b! showerhead blowing. In
both cases, maximumh̄ occurred atM ps50.4, with decreasing
performance at higher blowing ratios; presumably due to increas-
ing jet separation. However, the decrease in performance with
increasing blowing ratio was found to be much less for the

case with showerhead blowing than with no showerhead, indicat-
ing that showerhead blowing mitigated the effects of coolant jet
separation.

Obviously, theh̄ levels were much larger for the showerhead
blowing case due to the combined effects of the showerhead cool-
ant and the coolant from the pressure side row of holes. However,
as noted in the previous study@12#, the increase inh̄ with the
combined showerhead and pressure side blowing was not as much
as would be predicted using superposition, which indicates an
interaction between the coolant flow from the showerhead and the
pressure side coolant jets. The failure of the superposition predic-
tion is best seen with the lateral distributions ofh as shown in Fig.
9. At a position ofx/d5228, i.e., 2d downstream of the exit of
the pressure side holes, the peakh was found to be much less than
predicted by superposition, even decreasing with showerhead
blowing rather than increasing due to the added cooling effect of
the showerhead coolant. The ‘‘off-the-wall’’ measurements were
used to detail the interaction between the showerhead and pres-
sure side coolant flows, which caused a decrease in performance
of the pressure side coolant jets.

Combined Coolant Flow ‘‘Off-the-Wall’’ Measurements.
Flow visualization, thermal field, and velocity field measurements
were made to determine how the showerhead coolant flow was
affecting the coolant jets from the pressure side row of holes.
Comparing the flow visualization images for the pressure side

Fig. 8 Laterally averaged effectiveness for the pressure side
film cooling for „a… Msh* Ä0.0, and „b… Msh* Ä1.5

674 Õ Vol. 124, OCTOBER 2002 Transactions of the ASME

Downloaded 01 Jun 2010 to 171.66.16.35. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



cooling jet with and without showerhead blowing, shown in Fig.
10, shows that forI ps51.2 the distance the coolant ejects away
from the wall is similar for both conditions. Furthermore, the vor-
tex pattern typical of compound angle holes is apparent from the
swirling coolant pattern evident for the no-showerhead flow con-
dition. However, a similar swirling pattern was not observed for
the showerhead blowing condition.

Thermal profiles forI ps50.2 and 1.2, Fig. 11, provide a quan-
titative measure of the coolant distribution above the surface. For
the no-showerhead condition, the coolant jet for theI ps50.2 con-
dition is confined to a very thin region near the wall. In contrast,
the I ps51.2 coolant jet had some coolant projected to as much as
1.5d above the surface of the vane.

Figures 11~c! and ~d! show the thermal fields for the shower-
head blowing condition. These figures show that the coolant jets
for I ps50.2 and 1.2 are well within the 3.5d extent of the coolant
from the showerhead. Comparing the no-showerhead and shower-
head blowing conditions at the lower momentum flux ratio of
I ps50.2, the coolant jets have a similar flat distribution, but the
reducedQ levels for the showerhead blowing condition indicates
a greater dispersion of the pressure side coolant jets. ForI ps
51.2, the core of the coolant jet appears to be displaced from the
wall significantly more for the showerhead blowing condition, but
maximumQ levels are similar.

Mean velocity vectors in a lateral plane atx/d5228 for the
no-showerhead and showerhead blowing conditions and the
higher momentum flux ratio ofI ps51.2 are shown in Fig. 12. The
main difference between the no-showerhead and showerhead
blowing conditions is a significant lateral velocity, as much as 2

m/s or 0.3U, for the showerhead blowing condition. This lateral
flow, induced by the inclined jets in the showerhead, extends to
about 1.5d from the surface, and is responsible for the change in
the angle of the coolant jet as discussed previously. For the no-
showerhead condition, the vortex within the coolant jet is evident,
while the showerhead blowing condition yields a flow pattern
without a vortex. However, if the spanwise component of the
showerhead flow is removed, the velocity field suggests a slight
rotational movement, though not as strong as for the no-
showerhead condition.

Contours of the turbulence field measurements,urms/U` ,
v rms/U` , wrms/U` , are given in Fig. 13 for the no-showerhead
and showerhead blowing conditions withI ps51.2. In each case
the core of the coolant jet shows increased turbulence levels with
similar levels forurms/U` , v rms/U` , andwrms/U` . Maximum
levels of urms/U`.0.18 occurred for the no-showerhead condi-
tion, and slightly higher levels ofurms/U`.0.20 for the shower-
head blowing condition. For the showerhead blowing condition,
turbulence levels surrounding the coolant jet due to the shower-
head injection were generally isotropic, with levels ofurms/U`
.0.08; but close to the wall the lateral component had an in-

Fig. 9 Lateral distribution of effectiveness for the combined
coolant flow and predicted superposition at x ÕdÄÀ28, and „a…
IpsÄ0.2, and „b… IpsÄ1.2

Fig. 10 Flow visualization of the pressure side film cooling
with and without showerhead flow

Fig. 11 Thermal profile of the pressure side coolant jet with
Tu`Ä0.5%, and x ÕdÄÀ28 with Msh* Ä0.0 for „a… IpsÄ0.2, „b… Ips

Ä1.2, and Msh* Ä1.5 for „c… IpsÄ0.2, and „d… IpsÄ1.2
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creased level ofwrms/U`.0.12. The increased levels ofwrms/U`
is consistent with the previous study of the showerhead region
~Polanka et al.@14#! that showed generation of larger levels
wrms/U` in the showerhead region. There were also differences
within the coolant jets for the no-showerhead and showerhead
blowing conditions. For no-showerhead, theurms/U`.0.16 con-
tours extended a significantly larger distance from the wall than
the v rms/U` andwrms/U` contours. In contrast, for the condition
with showerhead blowing, thev rms/U` levels were noticeably
higher thanurms/U` andwrms/U` contours.

Conclusions
This study was performed to provide more detailed measure-

ments of the interaction of the showerhead coolant injection
with the pressure side film cooling performance for a simulated
turbine vane. The study was motivated by desire to determine
the mechanism by which the showerhead coolant injection de-
graded the adiabatic effectiveness performance of coolant jets in-
jected on the pressure side of the vane. Three-component LDV
measurements, thermal profile measurements, and flow visualiza-
tion, allowing determination of the nature of the flow and the
thermal fields above the surface provided insight into these
mechanisms.

An important finding from this study is that showerhead blow-
ing at a typical operational level ofMsh* 51.5, causes high turbu-
lence levels that are still at levels ofurms/U`.0.08 at the position
of the first cooling holes on the pressure side. The mean velocity
and turbulence profiles at this position were very different than
would occur with a turbulent boundary layer. Increased levels of
turbulence extend beyond 3d from the surface. This was consis-
tent with the extent of the coolant from the showerhead that was
found to extend to 3.5d from the surface. Adiabatic effectiveness
measurements showed decreased peak values of adiabatic effec-
tiveness with combined showerhead and pressure side cooling
flows compared to pressure side coolant injection alone. Of
course, this decrease in adiabatic effectiveness performance is
contrary to a superposition prediction. The velocity field measure-
ments showed that the primary reason for the degraded perfor-
mance as compared to a superposition prediction is the high tur-

Fig. 12 V-W velocity vectors representing the velocity field for
the pressure side film cooling „PS3… at x ÕdÄÀ28 for „a… Msh*
Ä0.0, IpsÄ1.2, and Msh* Ä1.5, IpsÄ1.2 for „b… actual flow, and „c…
embedded structure

Fig. 13 Turbulence levels of the pressure side film cooling
with IpsÄ1.2 and x ÕdÄÀ28 for „a… Msh* Ä0.0, and „b… Msh* Ä1.5
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bulence generated by showerhead injection. This high turbulence
probably greatly increases the dispersion of the coolant jets on the
pressure side.
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Nomenclature

d 5 coolant hole diameter, 4.11 mm
DR 5 density ratio, (rc /r`)

I 5 momentum flux ratio (rc•Uc
2/r`•U`

2 )
M 5 blowing ratio based on local freestream velocity (rc

•Uc /r`•U`)
M* 5 blowing ratio based on local approach velocity (rc

•Uc /r0•U0)
p 5 coolant hole-to-hole pitch, 5.6d
t 5 time

T 5 temperature
U 5 mainstream mean velocity

u,v,w 5 fluctuating velocity components
x,y,z 5 surface coordinates; streamwise, normal, and lateral,

respectively
f 5 injection angle
h 5 adiabatic effectiveness (T`2Taw /T`2Tc)
h̄ 5 laterally averaged adiabatic effectiveness
u 5 streamwise angle
Q 5 nondimensional temperature (T`2T/T`2Tc)
r 5 density

Subscripts

aw 5 adiabatic wall
c 5 coolant

ps 5 pressure side
sh 5 showerhead

0 5 approach flow
` 5 local freestream
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Evaluation of Pressure Side Film
Cooling With Flow and Thermal
Field Measurements—Part II:
Turbulence Effects
This study focused on the film cooling performance on the pressure side of a turbine vane
subjected to high mainstream turbulence levels, with and without showerhead blowing.
Whereas previous studies have measured the adiabatic effectiveness and heat transfer at
the surface of the airfoil, the goal of this study was to examine the flow and thermal fields
above the surface. These measurements included flow visualization, thermal profiles, and
laser Doppler velocimetry. For comparison, adiabatic effectiveness was also measured. A
mainstream turbulence level of Tu`520%, with integral length scale of seven hole di-
ameters, was used. Particularly insightful is the discovery that the large-scale high main-
stream turbulence causes a lateral oscillation of coolant jet resulting in a much wider
time average distribution of coolant. Even with high mainstream turbulence, showerhead
blowing was found to still cause a significantly increased dispersion of the pressure side
coolant jets. @DOI: 10.1115/1.1504442#

Introduction
In an actual gas turbine engine, devices such as swirlers and

dilution jets are added to the combustor to sufficiently mix the air
and fuel for optimum combustion. However, this mixing creates
highly elevated levels of turbulence. This turbulence is then trans-
ported downstream to the inlet of the turbine. Therefore, for labo-
ratory simulation of the film cooling of an inlet guide vane, high
mainstream turbulence is a necessity. However, to allow for the
comparison between different studies, the turbulence field is con-
ditioned to be uniform and isotropic, and can be characterized by
the turbulence intensity,urms/U, and a length scale.

In determining realistic values of the turbulence intensity and
length scale, Moss and Oldfield@1# have shown that the energy
spectra exiting several types of combustors were independent of
the combustion reaction. Hence, nonreaction, ‘‘cold,’’ tests are
reasonable predictors of the turbulence characteristics. Goldstein
et al.@2# and Koutmos and McGuirk@3# performed measurements
using can-type combustors with swirlers and dilution jets. These
reports indicated turbulence levels from 15% to over 30% at the
exit of the combustor with non-uniformity in the axial velocity
and temperature spanning a factor of two. Radomsky and Thole
@4# also report that a typical integral length scale entering the
turbine passage relative to the pitch between airfoils is on the
order of 0.10,Lx /P,0.14. These length scales are based on
measurements from Moss@5# and Ames@6# who used various
combustor designs. Converting this length scale into coolant hole
diameters for the current study yields 11,Lx /d,16.

Numerous studies have been performed investigating the effects
of turbulence on the film cooling performance for turbine blades
and vanes. As described in Polanka et al.@7#, there are distinct
differences between vanes and blades in the curvature and accel-
eration for the leading edge region. Furthermore, for each of these
airfoils, characteristics of the pressure side of the airfoil tend to be
quite different than the suction side. The pressure side generally
has much weaker pressure gradients and negligible curvature ef-
fects, whereas the suction side generally has strong curvature ef-
fects. This study focused on film cooling of the pressure side of a

turbine vane, with particular attention placed on the effects of high
mainstream turbulence and of showerhead blowing.

The following results encompass the results from various tur-
bine vane studies,@8–10#. Mainstream turbulence effects on the
pressure side of a turbine vane with a single row of cooling jets,
and with/without showerhead blowing, were reported by Polanka
et al. @8#. This study indicated that high mainstream turbulence,
Tu`520% andLx /d510, caused a 20% decrease in effective-
ness for fully attached jets, but a 20% increase in effectiveness for
separating jets. These results were with no showerhead blowing.
With combined showerhead and pressure side blowing, high
mainstream turbulence levels caused decreases in adiabatic effec-
tiveness levels for all blowing ratios. An important result from this
previous study was that the adiabatic effectiveness for the com-
bined showerhead and pressure side film cooling was always less
than predicted by superposition of the individual contributions of
the showerhead blowing and the pressure side blowing.

Other airfoil studies report only decreases of the effectiveness
with increased levels of turbulence. Ames@9# reported decreases
in adiabatic effectiveness of 25–40% as the turbulence level is
increased fromTu51 to 12% andLx /C50.46~whereC refers to
the airfoil chord for the reported study!, for a single and double
row of holes located on the pressure side. Drost and Bo¨lcs @10#
report small differences in the effectiveness levels, 5–10% de-
crease, as the turbulence level increases fromTu55.5 and 20%
and Lx /C50.32 and 0.17, respectively, for pressure side film
cooling. It should be noted that for the current study, the integral
length scale is provided in terms of the coolant hole diameter.
However, for these previous studies, the dimensions for the cool-
ant holes were not provided.

Each of these studies consisted of surface measurements that
provided only the ‘‘foot prints’’ of the interaction between the
coolant flow and the turbulent mainstream, but fail to provide
insight into the physical mechanisms involved in the interaction.
This study focuses on expanding the surface measurements by
using ‘‘off-the-wall’’ techniques such as thermal profiles, flow vi-
sualization, and velocity field measurements. This paper is Part II
of a two-part sequence of papers. Part I@11# focuses on the effects
of showerhead blowing with low mainstream turbulence on the
pressure side cooling performance. This paper focuses on the high
mainstream turbulence effects, and the combined showerhead
blowing and high mainstream turbulence effects.

Contributed by the International Gas Turbine Institute and presented at the Inter-
national Gas Turbine and Aeroengine Congress and Exhibition, Amsterdam, The
Netherlands, June 3–6, 2002. Manuscript received by the IGTI, November 2, 2001.
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Facilities and Experimental Conditions
The test facility, airfoil, coolant configuration, test apparatus

and test conditions for this study are described in@11#. The ther-
mal data for this study are presented in the forms of adiabatic
effectiveness,h, for surface measurements and non-dimensional
temperature,Q, for the thermal field above the surface, defined in
the following equations:

h[
~T`2Taw!

~T`2Tc!
(1)

Q[
~T`2T!

~T`2Tc!
(2)

Flow visualization was done by seeding jets with titanium di-
oxide powder, and illuminating with a laser sheet. Thermal fields
were measured with a rake of miniature thermocouples. Velocities
were measured with a three-component laser Doppler velocimeter.
Details of these techniques were presented in@12# and @13#. The
uncertainties for these measurements are given in@11#.

All experiments were conducted with a mainstream approach
velocity of U`55.8 m/s, which established a Reynolds number
matching that of actual engine operation (Re51.23106, based on
chord length and exit velocity!. These tests were run with low,
Tu`50.005, and high mainstream turbulence. The high main-
stream turbulence generator, described by Cutbirth@12#, consisted
of 20 vertical, 2.5-cm-dia rods located 14.8 rod diameters up-
stream of the vane leading edge. The turbulence generator was
designed to provide a turbulence level, at a distance of 14.8 rod
diameters, ofTu`50.20, with an integral length scale ofL f /d
57. This turbulence field was isotropic and uniform; details of the
turbulence field are described in@7#, @8#, and@13#.

Results
Results from this study are presented first for high mainstream

turbulence condition with no showerhead blowing. The combined
effects of high mainstream turbulence and showerhead blowing
follow this. In each case, adiabatic effectiveness measurements
are presented first, followed by measurements of the flow and
thermal fields overlaying the surface.

High Mainstream Turbulence Effects With No Showerhead
Blowing

Adiabatic Effectiveness.Laterally averaged effectiveness val-
ues, averaged over three coolant hole pitches, for the pressure side
coolant row are presented in Fig. 1 for both low,Tu`50.5%, and
high, Tu`520%, mainstream turbulence levels. At low momen-

tum flux, in which fully attached jets are expected, a 15%
;20% reduction in the effectiveness with high mainstream turbu-
lence occurs 3d downstream of the coolant row,x/d5228, while
a 25;40% reduction in the effectiveness occurs 10d downstream,
x/d5234. The reduction inh̄ indicates an increased dispersion
of the coolant jet due to increased turbulence. However, as the
momentum flux,I, is increased; the high level of turbulence
causes a slight increase in the adiabatic effectiveness. This in-
crease inh̄ is caused by the increased dispersion of the coolant jet
with high turbulence transporting coolant back to the surface for
the condition of partially/fully separated coolant jets. For high

Fig. 1 Effect of turbulence on the pressure side film cooling
as a function of blowing ratio for Tu `Ä20% with integral length
scale, Lx ÕdÄ7

Fig. 2 Effect of turbulence on the pressure side film cooling
with Tu `Ä0.5%, MshÄ0.0, and „a… IpsÄ0.09, and „b… IpsÄ1.2
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mainstream turbulence levels, the balance of increased dispersion
with turbulence and further jet separation with increased momen-
tum flux results in relatively constant levels ofh̄ for a wide range
of momentum flux ratios.

More insight into the effects of high mainstream turbulence on
the adiabatic effectiveness performance is given by the contours
of adiabatic effectiveness shown in Figs. 2 and 3 for low and high
mainstream turbulence, respectively. In Fig. 2, the transition from
a fully attached jet,I ps50.09, to a partially attached jet,I ps
51.2 is apparent by the relative width of the coolant footprint. In

contrast, with high mainstream turbulence the adiabatic effective-
ness contours forI ps50.11 and 1.1 remain similar. For both blow-
ing conditions, a greater decay rate is evident for the high main-
stream turbulence cases compared to the low mainstream
turbulence cases. Another striking difference between the low and
high mainstream turbulence cases is the much greater lateral
spread of coolant for the high mainstream turbulence cases. Recall
that, at high blowing rates ofI ps.1, there was little difference in
h̄ values for the low and high mainstream turbulence conditions.
However, theh contours in Figs. 2 and 3, forI ps'0.1, indicate a
very marked difference between the two mainstream turbulence
conditions. From these contour plots it is evident that theh̄ values
for the high mainstream turbulence case are similar to the values
for the low mainstream turbulence case because of the greater
lateral distribution of coolant. This increase in width balances the
lower effectiveness levels within the coolant jet, resulting in simi-
lar h̄ levels.

Flow Visualization, Thermal and Velocity Fields.The thermal
profiles for low and high mainstream turbulence are given in Fig.
4 for a range of blowing conditions at a streamwise location of
x/d5228 (2d downstream of the pressure side holes!. The mo-
mentum flux ratios presented in Fig. 4 areI ps50.2, 0.5 and 1.2,
representing a low, intermediate, and high blowing ratio, respec-
tively. Contrasting thermal contours for the low and high turbu-
lence levels, the vertical extents of the coolant were similar for
each momentum flux ratio, but the lateral extent was slightly
greater for the high turbulence condition. The main differences in
the thermal contours for the low and high turbulence conditions
were the shape and the thermal gradients. With low mainstream
turbulence, theQ contours are inclined towards the right, which is
a result of the interaction of the mainstream with the oblique
injection angle of the coolant jets. However, with high mainstream
turbulence theQ contours are symmetric. Temperature gradients
were weakened~indicated by the greater spacing between contour
lines! for the high turbulence conditions relative to the low turbu-
lence conditions. The weakened temperature gradients can be at-
tributed to increased dispersion of the coolant by the larger main-
stream turbulence.

The time resolved flow visualization recordings provided in-
sight into the dynamic effects of the high mainstream turbulence
on the pressure side coolant jets. Figure 5 contrasts the instanta-

Fig. 3 Effect of turbulence on the pressure side film cooling
with MshÄ0.0, Tu `Ä20%, and „a… IpsÄ0.11, and „b… IpsÄ1.2

Fig. 4 Thermal profiles for the pressure side film cooling with
MshÄ0.0 at x ÕdÄÀ28 for „a… Tu `Ä0.5% and „b… Tu `Ä20%
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neous snapshots of coolant jets for low and high turbulence, re-
spectively, over a time period of 1.0 s with a time step of 1/15 s.
For the low turbulence condition at a momentum flux ofI ps
51.2, each snapshot shows the coolant jet in exactly the same
position, indicating steady behavior of the coolant jet. Also evi-
dent is the vortical structure of the coolant jet. For the high tur-
bulence condition at momentum fluxes ofI ps50.2 and 1.2, the
instantaneous images show a bodily movement of the coolant jets
by as much as61d. Recall that the mainstream turbulence had an
integral length scale ofL f57d, which accounts for the bodily

movement of the coolant jets rather than a break-up of the jets.
For I ps50.2, there was some lifting of the coolant away from the
wall, but the vertical displacement of the coolant jets withI ps
51.2 was barely noticeable. This would suggest much greater
lateral velocity fluctuations than vertical fluctuations.

The lateral oscillation of the coolant jet discovered with the
flow visualization snapshots provided an explanation for the
broader adiabatic effectiveness and thermal field distributions that
occurred with the high mainstream turbulence. These distributions
represent the time average jet position, and therefore are broader
than the actual jet width because the time average encompasses
the range of oscillations.

Measurements of the turbulent fluctuations,urms/U` ,
v rms/U` , wrms/U` , are presented in Fig. 6 for the high main-
stream turbulence condition~similar turbulence fluctuation results
for the low mainstream turbulence conditions are presented Part I
@11#!. Turbulence levels surrounding the coolant jets for the
urms/U` andv rms/U` components were in excess of 12%, while
wrms/U` turbulence levels surrounding the coolant jet were in
excess of 20%. Radomsky and Thole@14# found a similar greater
increase inwrms near the wall for a simulated vane similar to that
used in our facility. When the mainstream turbulence interacts
with the wall, the normal component of turbulence,v rms, is sup-
pressed, and the turbulent energy in this component is redirected
into components of turbulence parallel to the surface, i.e.,urms and

Fig. 5 Instantaneous flow visualization at x ÕdÄÀ28 with Msh
Ä0.0 and „a… IpsÄ1.2, Tu `Ä0.5%, „b… IpsÄ1.2, Tu `Ä20%, and
„c… IpsÄ0.2, Tu `Ä20%

Fig. 6 RMS values at a location of x ÕdÄÀ28 for IpsÄ1.2 and
MshÄ0.0
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wrms. However, because of the streamwise acceleration, compo-
nents parallel to the flow direction are suppressed, and compo-
nents normal to the flow direction are enhanced. This causes a
substantial increase inwrms relative to urms. Since the integral
length scale of the mainstream turbulence wasL f57d, these ef-
fects are expected to occur within a region extending to 7d from
the surface. Although this is thin region relative to the chord
length of the airfoil, it is thick region relative to the coolant jets,
and hence has a large effect on the coolant jets.

For theurms/U` andv rms/U` components, turbulence levels in
the core of the coolant jets are similar for the low and high tur-
bulence cases; however, thewrms level in the core of the jets was
increased in the high mainstream turbulence case. This can be
attributed to a superposition of the large-scalewrms fluctuations
due to the mainstream turbulence and the small-scalewrms fluc-
tuations inherent in the core of the coolant jet.

Combined High Turbulence and Showerhead Blowing.
The combined mainstream turbulence and showerhead blowing
conditions represents the operating condition that is most realistic.
In Part I@11#, we described how the showerhead blowing with low
mainstream turbulence caused a significant increase in main-
stream turbulence levels at the position of the pressure side cool-
ing holes, i.e., urms/U` and v rms/U`.0.08, and wrms/U`
.0.12. Results presented in the previous section showed that for
the high mainstream turbulence condition, the mainstream turbu-
lence levels were twice these levels. Consequently, for the com-
bined high mainstream turbulence and showerhead blowing case,
a particular issue was whether the very high mainstream turbu-
lence conditions would dominate so that no effects from the show-
erhead blowing would be evident.

Adiabatic Effectiveness.In the previous study by Polanka
et al. @8#, the effects of the combined high mainstream turbulence
and showerhead blowing on the adiabatic effectiveness for the
pressure side was examined. Results presented in that paper
showed that showerhead blowing caused a degradation of film
cooling performance on the pressure side of the vane. These adia-
batic effectiveness results were confirmed in this study. However,
the primary objective of this study was to gain an understanding
about the mechanisms by which the showerhead blowing contin-
ues to affect the pressure side film cooling performance under
high mainstream turbulence conditions.

Film-cooling adiabatic effectiveness contours, on the pressure
side with showerhead blowing, are presented for low and high
mainstream turbulence in Fig. 7. The relative effects of high main-
stream turbulence and showerhead blowing are seen when com-
paring the contour plots shown in Fig. 7 with showerhead blowing
to the previously presented contour plots with no showerhead
blowing in Figs. 2 and 3. From this comparison it is clear that the
broader coolant distribution with increased decay rate due to high
mainstream turbulence is the dominant characteristic regardless of
whether the showerhead is blowing or not. The lateral variation of
h was examined at a position ofx/d5228, as shown in Fig. 8, to
evaluate whether the adiabatic effectiveness performance for the
combined showerhead and pressure side coolant injection is pre-
dictable with superposition. Consistent with the previous study by
Polanka et al.@8#, the adiabatic effectiveness levels with com-
bined showerhead and pressure side coolant injection was found
to be significantly less than would be expected using superposi-
tion. In fact, the peak adiabatic effectiveness levels were found to
decrease with the addition of coolant flow from the showerhead.

Flow Visualization, Thermal and Velocity Fields.The effect
of the high mainstream turbulence on the coolant film from the
showerhead and approaching the pressure side row of holes is
shown in Fig. 9 in which low and high mainstream turbulence
effects on the thermal field are contrasted. The position for these
thermal field measurements,x/d5222, was immediately before
pressure side row of holes. Evident from these thermal field con-
tours is the much larger dispersion for the high mainstream turbu-

lence case resulting in much lowerQ levels near the wall, i.e.,
Q;0.15 for the high turbulence case compared toQ;0.30 for the
low turbulence case. For both low and high mainstream turbu-
lence cases, the coolant from the showerhead was uniform at this
position immediately upstream of the pressure side holes~the
spanwise position for these measurements was near the center of
the airfoil where the coolant flow from the showerhead was two-
dimensional!.

Thermal profiles for the pressure side coolant jets with concur-

Fig. 7 Effect of turbulence on the mid-span pressure side film
cooling with Msh* Ä1.5, IpsÄ0.2, and „a… Tu `Ä0.5%, and „b…
Tu `Ä20%
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rent showerhead blowing are presented in Fig. 10 forI ps50.2,
0.5, and 1.2, representing a low, intermediate, and high blowing
ratio, respectively. Comparing these thermal profiles with the ther-
mal profiles for the coolant jets without the showerhead, given
previously in Fig. 4, the cores of the coolant jets (Q.0.2) were
very similar to that for the high mainstream turbulence with no
showerhead blowing case. However, with showerhead blowing
the cores of jets forI ps50.5 and 1.2 were larger and projected a
greater distance from the wall. ForI ps50.2 the core of the jet was
very close to the wall for showerhead blowing and no-showerhead
case, but theQ levels were decreased for the showerhead blowing

case. Recognize that for the showerhead blowing case the pressure
side coolant jets are surrounded with fluid at aQ level greater
than 0.15, so the core jet temperatures would be expected to be
DQ;0.1 greater than the no-showerhead case. Since the coolant
jet cores have no increase or have a decrease inQ level for the
showerhead blowing case, the showerhead coolant flow must be
causing a further increase in coolant dispersion beyond the disper-
sion caused by the high mainstream turbulence.

Insight into the difference between the mainstream turbulence
effects and the showerhead-generated turbulence effects was ob-
tained by contrasting the flow visualization of the pressure side
coolant jets subjected to showerhead coolant flow with low and
high mainstream turbulence, shown in Fig. 11. The images shown
on Fig. 11 are a sequence of instantaneous snapshots highlighting
fluctuations in the coolant jet positions forI ps51.2. For low main-
stream turbulence with showerhead blowing, Fig. 11~a!, the cool-
ant jets do not show any variation in position, but for high turbu-
lence with showerhead blowing, Fig. 11~b!, the coolant jets show
the same lateral movement as discussed previously for the high

Fig. 8 Superposition of the showerhead, Msh* Ä1.5, and pres-
sure side film cooling with Tu `Ä20% shown by the lateral dis-
tribution of effectiveness

Fig. 9 Thermal fields due to showerhead injection measured
immediately upstream of the pressure side holes „x ÕdÄÀ22…
for „a… Tu `Ä0.5%, and „b… Tu `Ä20%

Fig. 10 Thermal profiles for the pressure side film cooling
with Tu `Ä20%, x ÕdÄÀ28, MshÄ1.5, and „a… IpsÄ1.2, „b… Ips
Ä0.5, and „c… IpsÄ0.2
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turbulence, no-showerhead condition, Fig. 5~c!. These results in-
dicate that the showerhead generated turbulence is not of large
enough scale to cause bodily lateral movement of the coolant jets.
Furthermore, the showerhead blowing does not disrupt the pri-
mary effect of the large scale mainstream turbulence of causing
oscillations in the coolant jets.

Direct measurements of the turbulenceurms/U` , v rms/U` , and
wrms/U` levels for the high mainstream turbulence with shower-
head blowing case are shown in Fig. 12 forI ps51.2. Comparing
these profiles with the profiles for the high turbulence, no-
showerhead case presented previously, Fig. 6, the major charac-
teristic of the mainstream turbulence, i.e., much higherwrms/U`
levels, was found to be preserved. Maximum rms levels were
found to be similar for the no-showerhead and showerhead blow-
ing cases, but the high turbulence regions were more extensive for
the showerhead blowing case. This larger region of high turbu-
lence may account for the increased dispersion of coolant for the
showerhead blowing case.

Conclusions
This study was performed to provide an understanding of how

the film cooling of the pressure side of a vane is influenced by
high mainstream turbulence and showerhead flow. Previous adia-
batic effectiveness measurements showed a deterioration of the
performance of the coolant jets subjected to these conditions. In
this study, flow visualization, thermal field, and velocity field
measurements provided insight into the interaction of the pressure
side coolant jets with the surrounding highly turbulent flow.

Not surprisingly, high mainstream turbulence increases the dis-
persion of the pressure side coolant jets. In this study, we found
that interaction of the mainstream turbulence with the airfoil re-
sults in an accentuation of the lateral velocity fluctuations relative
to the streamwise and wall-normal velocity fluctuations. Further-
more, because of the large scale of the mainstream turbulence,

L f57d, the turbulence causes a lateral oscillation of the coolant
jets rather than a break-up of the jets. This lateral fluctuation
causes a broader adiabatic effectiveness distribution. This result is
particularly important for guiding computational modeling efforts.

The high mainstream turbulence level used in this study,Tu`
50.2, was significantly larger than the turbulence levels generated
by the showerhead coolant injection. This suggested the possibil-
ity that the showerhead injection might not affect the pressure side
coolant injection because of the dominance of the high main-
stream turbulence effects. However, the showerhead coolant flow
was found to still cause an increased dispersion of the pressure
side coolant jet. Turbulence generated by the showerhead does not
induce lateral oscillation of the coolant jets, suggesting that this is
much smaller scale turbulence than the mainstream turbulence
~purposely generated to have an integral scale of 7d). However,
combining showerhead blowing with high mainstream turbulence
results in larger regions of high turbulence, and hence increased
dispersion of coolant jets on the pressure side of the vane.

Fig. 11 Instantaneous flow visualization with IpsÄ1.2, Msh*
Ä1.5, for „a… Tu `Ä0.5%, and „b… Tu `Ä20% at x ÕdÄÀ28

Fig. 12 RMS values at a location of x ÕdÄÀ28 for IpsÄ1.2 and
Msh* Ä1.5
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Nomenclature

d 5 coolant hole diameter, 4.11 mm
DR 5 density ratio, (rc /r`)

I 5 momentum flux ratio (rc•Uc
2/r`•U`

2 )
M 5 blowing ratio based on local freestream velocity (rc

•Uc /r`•U`)
M* 5 blowing ratio based on local approach velocity (rc

•Uc /r0•U0)
p 5 coolant hole-to-hole pitch, 5.6d
P 5 airfoil-to-airfoil pitch, 457 mm
t 5 time

T 5 temperature
Tu 5 turbulence intensity (urms/U`)
U 5 mainstream velocity

x,y,z 5 turbine vane surface coordinates
h 5 adiabatic effectiveness (T`2Taw /T`2Tc)
h̄ 5 spanwise averaged adiabatic effectiveness

L f 5 integral length scale
Q 5 nondimensional temperature (T`2T/T`2Tc)
r 5 density

Subscripts

aw 5 adiabatic wall
c 5 coolant

ps 5 pressure side
sh 5 showerhead
0 5 approach flow

` 5 local freestream
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Correlation of Film-Cooling
Effectiveness From
Thermographic Measurements
at Enginelike Conditions
Adiabatic film-cooling effectiveness on a flat plate surface downstream of a row of cylin-
drical holes is investigated. Highly resolved two-dimensional surface data were measured
by means of infrared thermography and carefully corrected for local conduction and
radiation effects. These locally acquired data are laterally averaged to give the stream-
wise distributions of the effectiveness. An independent variation of the flow parameters
blowing rate, density ratio, and turbulence intensity as well as the geometrical param-
eters streamwise ejection angle and hole spacing is examined. The influences of these
parameters on the lateral effectiveness is discussed and interpreted with the help of
surface distributions of effectiveness and heat transfer coefficients presented in earlier
publications. Besides the known jet in cross-flow behavior of coolant ejected from discrete
holes, these data demonstrate the effect of adjacent jet interaction and its impact on jet
lift-off and adiabatic effectiveness. In utilizing this large matrix of measurements the effect
of single parameters and their interactions are correlated. The important scaling param-
eters of the effectiveness are shaped out during the correlation process and are discussed.
The resulting new correlation is designed to yield the quantitatively correct effectiveness
as a result of the interplay of the jet in crossflow behavior and the adjacent jet interaction.
It is built modularly to allow for future inclusion of additional parameters. The new
correlation is valid without any exception within the full region of interest, reaching from
the point of the ejection to far downstream, for all combinations of flow and geometry
parameters.@DOI: 10.1115/1.1504443#

Introduction
The typical design process of advanced turbine components re-

lies on thermal and structural finite element analyses. A reliable
and quantitatively correct prescription of thermal boundary condi-
tions on hot gas exposed surfaces of turbine components is crucial
for a successful design. The precise prediction of wall tempera-
tures is imperative for a proper evaluation of the part lifetime and
the structural integrity. In modern high-efficiency designs, where
materials are stressed close to their critical temperatures, a differ-
ence as low as 15 K from the predictions may halve the lifetime
and cause part failure. Film cooling of hot gas exposed surfaces is
a widely used design element to control material temperatures.
However, the complex three-dimensional flow situation from dis-
crete hole coolant ejection renders the prediction of according
wall surface boundary conditions extremely difficult.

The thermal boundary conditions introduced to an FE-analysis
are derived from flow and/or boundary layer computations or cor-
relations. A major shortcoming of a computational approach is the
pronounced dependence on the quality of specific input param-
eters. This dependence can feature chaotic results in sensitive ar-
eas like laminar turbulent boundary layer transition. Large
changes of the predictions are caused by only minor differences in
the input. A more robust and, therefore, commonly utilized source
of boundary conditions are correlations. These are derived from,
and validated by, experimental investigations. A major goal of the
ongoing study is to provide detailed results for the flow reference
temperature in the presence of film cooling in terms of the adia-
batic film-cooling effectiveness@1,2#

h5
TG2TAW

TG2TC
(1)

The present part of the study concentrates on laterally averaged
film-cooling effectiveness. The effectiveness is specific to the
ejection case and depends on the ejection parameters, character-
ized by similarity numbers of the flow. A similarity and sensitivity
study of Baldauf et al.@3# identified the set of parameters that is
governing the laterally averaged effectiveness from rows of
streamwise inclined ejection holes
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Whereas the local values, recorded and processed with high reso-
lution ~see@1#!, give an in depth understanding of the cooling air
distribution, these laterally averaged values allow for a direct and
quantitative comparison of different measurements. They provide
a precise categorization by the characteristics of different param-
eter ranges and, therefore, enable the evaluation and quantification
of single jets versus interacting jets effects. Furthermore, the over-
all temperature reduction over the cooled surface becomes instan-
taneously obvious from the area enclosed by a laterally averaged
effectiveness curve.

Experimental Apparatus and Data Processing
The experiments were conducted in an open circuit hot wind

tunnel of the Institute for Thermal Turbomachinery at the Univer-
sity of Karlsruhe. The experimental setup employs a scaled up
geometry at steady-state measurement conditions. Special care
was taken to assure similarity of the flow conditions to real engine
applications@3#. A schematic of the experimental facility is shown
in Fig. 1. A radial compressor and 270 kW electric heating system
provide a hot gas mass flow of 1.3 kg/s at a temperature of 550 K.

Contributed by the International Gas Turbine Institute and presented at the Inter-
national Gas Turbine and Aeroengine Congress and Exhibition, Amsterdam, The
Netherlands, June 3–6, 2002. Manuscript received by the IGTI, November 29, 2001.
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Two different sets of grids and flow straighteners produce low and
elevated levels of the turbulence intensity at the entrance of the
test section. A secondary air flow is conditioned by a cooler, ori-
fice, and valve system, and delivered into an ejection plenum at
the bottom of the test section. The test plate made from a low-
conductivity semi-crystalline thermoplast~TECAPEK! approxi-
mates an adiabatic bottom wall of the test section. Exchangeable
ejection modules carry the different ejection geometry. The ejec-
tion holes diameter isD55 mm resulting in a cross-sectional area
of the test section of 21344D. The instrumented part of the
testplate, connected directly to the ejection module, extends 82D
downstream of the ejection location. The operating conditions and
the range of parameters are given in Table 1.

Infrared thermography was used for mapping the surface tem-
perature field of the test plate. Coating of the test plate with a
constant emissivity dye and an in-situ calibration procedure~Mar-
tiny et al. @4#! utilizing surface thermocouple measurements as-
sure quantitatively correct 2-D surface temperature distributions.
The thermography data from a region of several hole pitches are
reduced to one half pitch. Since a real temperature ratio experi-
ment impedes real adiabatic wall conditions, a careful heat flux
analysis of the testplate is imperative. A finite element approach is
used to model the half-pitch stripe of the testplate and compute
the 3-D plate internal heat flux. The wall normal heat flux result at
the testplate surface combined with a radiation exchange analysis
of test surface and test channel enables the evaluation of the local
adiabatic effectiveness. The error of the local adiabatic film cool-
ing effectivenessh̄ is kept well below 5%. For a more detailed
description of the experimental facilities, data processing, and nu-
merical analysis, see@1#.

Results of Laterally Averaged Effectiveness
The downstream distributions of the laterally averaged effec-

tiveness are obtained by spanwise integration of the local values.
This evaluation is performed for the complete downstream range
starting from the hole axis atx/D50 and extending to the end of
the test plate atx/D582. The measuring data within the ejection
hole openings do not display surface conditions. Therefore, only
the measurement data outside and in between the hole openings
are used for the integration of the laterally averaged values. In the
following, the overall effectiveness is addressed as a measure for

the total downstream surface temperature reduction. The overall
effectiveness is defined as the area enclosed by the laterally aver-
aged effectiveness curve. The laterally averaged effectiveness is
integrated over the stated downstream range, which is considered
to cover the surface area of major interest for the application.

Variation of the Blowing Rate. Figure 2 shows the results of
the laterally averaged effectiveness for a variation of the blowing
rate from very low values ofM50.2 to values as high asM
52.5. The plots display results of an application typical case with
a shallow ejection angle ofa530 deg and a hole spacing of
s/D53. In Fig. 2~a! the results for a low-density ratio ofP
51.2 are shown, typical for experimental results at ambient tem-
perature conditions. Figure 2~b! envisions the results at an engine-
like high-density ratio ofP51.8. A typical adiabatic effectiveness
development with downstream distance can be observed:

• The value ofh̄ is zero at the ejection position, since the
adiabatic surface between the ejection holes is not covered by
cooling air.

• h̄ increases when the cooling air laterally spreads with down-
stream distance. A maximum is reached where the best sur-
face coverage is obtained and the formation of a closed cool-
ing film can be expected.

• Downstream of the maximum, the beneficial effect of the
cooling air spread, yielding an increased surface coverage, is
overbalanced by the adverse effect of an increasing cooling
film temperature. The effectiveness is decaying due to the
entrained hot gas.

The arrangement of the curves relative to each other is dominated
by the effects of a single cooling air jet’s mixing behavior in the
hot gas crossflow. These effects are discussed by means of the
effectiveness distributions shown in Fig. 2~b! for application
conditions.

At very low blowing rates the coolant jets spread on the wall
surface immediately after exiting the holes. This results in a high
effectiveness peek close to the ejection location. The small cool-

Fig. 1 Hot wind tunnel scheme

Table 1 Operating parameters

Fig. 2 Variation of the blowing rate at low and high density
ratio
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ant mass flow is diluted fast by the hot gas flow and, therefore, a
rapid decay of the effectiveness follows downstream of the maxi-
mum. The overall effectiveness is low, as can be seen from the
area enclosed by the curves.

At low to moderate blowing rates both the maximum and the
overall effectiveness increase due to the increased coolant mass
flow that slows down the cooling film temperature rise. The effec-
tiveness peak is moving downstream since the more compact jets
require some downstream distance to spread on the surface. The
highest effectiveness peak ofh̄50.385 is attained at a blowing
rate ofM50.6.

At moderate blowing rates beyondM50.6, the effectiveness
peak is decreasing again. This is caused by the effects of begin-
ning jet lift-off and its tendency to entrain hot gas underneath the
coolant jet. Downstream of the maximum, the laterally averaged
effectiveness is still rising with blowing rate. Here, the adverse
effect of jet lift-off that tends to drive the jets away from the
surface with increasing blowing rate is still outweighed by the
beneficial effect of the additional coolant thermal capacity. An
optimum is obtained at a blowing rate ofM51.0, indicated by the
highest overall effectiveness. Further increasing the blowing rate
now causes more pronounced lift-off effects. Whereas the higher
coolant mass flow does not result in a substantial downstream
effectiveness increase, the decreasing maximum effectiveness de-
flates the overall temperature reduction.

Proceeding to high blowing rates causes a slight change in the
general curve characteristics. The continuous downstream decay
characteristic is lost at a blowing rate ofM51.4. The downstream
effectiveness rather tends to stabilize around values ofh̄50.12.
At higher blowing rates the effectiveness peak is still decreasing
and a minimum overall effectiveness is given atM51.7. The
effectiveness peak is vanishing as the coolant jets detach from the
surface at the hole exit. For the actual ejection case andM51.7
the effectiveness rises to a second maximum downstream of
x/D525, which is stretched out far downstream. This second
maximum is slowly increasing with a further increase of the blow-
ing rate. From local effectiveness and heat transfer coefficient
distributions@1,2# it can be seen that adjacent jets of a row of
holes interact to form a thickened, closed film at these conditions.
This massive film layer with its high thermal capacity prevents
intense hot gas entrainment and early cooling film degradation.
The change of the effectiveness behavior indicates a change in the
coolant flow structure. The flow structure was dominated by the
jet in crossflow mixing and resulting lift-off effects at low to mod-
erate blowing rates. At high blowing rates ofM51.7 and beyond,
it is dominated by the adjacent jet interaction. Note that these flow
structural regimes and their effects are closely related to the actu-
ally discussed flow case. They will, of course, change with a
variation of geometry, density ratio or other parameters. Nonethe-
less, the configuration displayed in Fig. 2~b! is considered as a
typical application. Therefore, the specific flow structures related
to this case are of practical interest.

Density Ratio Effect. Figure 2~a! shows results of a low-
density ratio test case atP51.2 on the same range of blowing
rates and identical geometrical ejection conditions. In general, the
same characteristics of the laterally averaged effectiveness distri-
bution can be observed. High and narrow maximum peaks close
to the ejection location are followed by a fast decay at low blow-
ing rates. An optimum overall effectiveness is attained at moder-
ate blowing rates and a degradation of the peak effectiveness at
higher blowing rates due to lift-off effects reflect a single jet in
crossflow-dominated flow. At the high end of the examined blow-
ing rates, again a stretched and stable maximum is displayed
downstream. This is due to a dominating adjacent jet interaction
within the cooling film flow at high blowing rates.

The impact of the low density ratio becomes obvious by a
closer inspection of the curves. The highest effectiveness peak is
now shifted to blowing rates ofM50.4 to 0.5, attaining a lower
maximum value ofh̄50.32. This lower peak value is expected,

since the higher momentum ratio of the coolant jets tends to drive
the jets off the wall. This is in accordance with an optimum over-
all effectiveness attained early atM50.7. The optimum overall
effectiveness, however, is almost the same as in the high density
ratio test case atM51.0. The range of decreasing peak values
with increasing blowing rates is shifted to considerably lower val-
ues of the blowing rate. The lowest overall effectiveness still oc-
curs at aboutM51.7 and at levels ofh̄50.1. Beyond that blow-
ing rate, the downstream effectiveness maximum is more
pronounced than for high density ratio. The curves of the laterally
averaged effectiveness commence their rise at considerably lower
x/D and reach higher downstream effectiveness levels up toh̄
50.16. At lower density ratios the higher momentum ratio inten-
sifies the jet vortices. At the same time, the higher velocity ratios
promote the shear layer effects around the coolant jets. The com-
bination of both effects enhances the adjacent jet interaction. At
very high blowing rates, this rather tends to stabilize the cooling
film layer than driving it away from the wall.

Comparison With Literature Data. Especially for the geo-
metrical configuration of the two ejection cases displayed in Fig.
2; that, is a shallow ejection angle and a typical three-hole diam-
eter spacing—a number of laterally averaged effectiveness data
sets are available in the literature. The present findings are com-
pared to such results in Fig. 3. Two sets of measurements com-
prising ~a! moderate level of density ratio tests at near application
conditions and~b! high level of density ratio tests, considered
application typical flow conditions, are regarded.

At moderate density ratio~Fig. 3~a!!, two blowing rates offer-
ing the broadest basis for comparison are selected. At the low
blowing rate of M50.5, the chart displays an almost perfect
match of results from literature with the present result. At the
moderate blowing rate ofM51.0, the curve representing the
present results is slightly elevated in the maximum peak region
and converges back to the other results further downstream. This
meets the expectations, since the present measurements are con-
ducted at a slightly lower ejection angle ofa530 deg with re-

Fig. 3 Comparison with literature results
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spect to the typically preferreda535 deg. Therefore, the present
results should display slightly less effectiveness loss due to jet
lift-off.

For the high density ratio set in Fig. 3~b!, three blowing rates
are selected for comparison. For all three values the present re-
sults are well in the range of the scatter band of the other authors’
measurements. At high blowing rate, the values of Pedersen et al.
@5# seem to display a systematic offset from the present result.
However, their results mark the top edge of the scatter band at all
three blowing rates. The comparison reveals that the available
literature data match the present results quantitatively and quali-
tatively. Therefore, the measured effectiveness is regarded both,
typical for, and transferable to, real engine conditions.

Effect of the Ejection Angle. The normal ejection at a high
density ratio ofP51.8 and a standard hole spacing ofs/D53
shown in Fig. 4~b! is considered an extreme case of angle varia-
tion. The maximum effectiveness peaks of the single jet in cross-
flow characteristic are found at lower downstream distances than
for the inclined ejection. This is considered an effect of the very
intense mixing of the coolant jets without a downstream velocity
component. At low blowing rates, the peaks are extremely steep
and narrow, reaching a greatest height ofh̄50.37 at a blowing
rate as low asM50.4. The effectiveness decays sooner than for
an inclined ejection, yielding a smaller overall effectiveness area
below the curves.

Within the examined range ofx/D two regions of different flow
behavior and structure can be identified in Fig. 4~b!. Upstream a
crossing point of all laterally averaged effectiveness curves at
x/D513 andh̄50.16, maximum peaks of the single jet in cross-
flow characteristic are present. The peak effectiveness is decreas-
ing monotonously with an increase of coolant mass flow in this
region. Downstream ofx/D513, the extended maxima of the
adjacent jet interaction characteristic appear and the effectiveness
is increasing monotonously with an increase of the coolant mass
flow. A closed cooling film and a high and stable downstream
maximum is established at high blowing rates. At that crossing
point, the adjacent jet interaction flow pattern takes over at much

lower downstream distances as for inclined ejection. It is assumed
that the intense mixing of the surface normal jets in the hot gas
crossflow promotes immediate spreading and subsequent intense
interaction of adjacent coolant jets. At aboutM51.4, the effec-
tiveness peak near the ejection vanishes and the adjacent jet inter-
action pattern dominates the complete downstream range. The
overall effectiveness values at very high blowing ratios are greater
than those of an inclined ejection and reach a level ofh̄50.18.
The early and intense adjacent jet interaction seems to prevent as
well the expected deep jet penetration as the related extensive hot
gas entrainment into the cooling film.

The steep angle ejection results displayed in Fig. 4~a! fit well in
between the characteristics of the shallow angle ejection and the
normal ejection. A distinct crossing point dividing the cooled sur-
face into a single jet in crossflow-dominated region and an adja-
cent jet interaction-dominated region is not yet established. The
effects of jet interaction, as pictured by the effectiveness curves
rising to the extended downstream maximum at high blowing
rates, appear earlier than for shallow angle ejection. The down-
stream effectiveness at high blowing rates fits well in between the
levels of the shallow angle and normal ejection.

A comparison with Fig. 2 shows that the optimum overall ef-
fectiveness is coupled to the lift-off effects of a jet in crossflow-
dominated flow pattern. As soon as the adjacent jet interaction is
becoming dominant in the vicinity of the ejection position, the
lift-off behavior is significantly influenced. An optimum coolant
mass flow with respect to the effectiveness then is no longer ex-
istent. Higher blowing rates directly yield higher overall effective-
ness in this situation.~See references@6,7#.!

Effect of the Hole Spacing. Figure 5 shows the laterally av-
eraged effectiveness at shallow ejection angle, high density ratio,
and two different hole spacings ofs/D52 and 5, respectively. At
a small hole spacing ofs/D52 ~Fig. 5~a!! the laterally averaged
effectiveness is well above the values achieved ats/D53, attrib-
uted to the larger coolant mass flow per surface area. However, at
lower blowing rates, the positions of the maximum effectiveness

Fig. 4 Effect of the blowing angle
Fig. 5 Effect of the hole spacing
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peaks have merely changed with respect to those of larger hole
spacings. The highest maximum now occurs at a blowing rate of
M50.5 reachingh̄50.53. At high blowing rates, the develop-
ment of the maxima with increasingM is qualitatively similar to
the normal ejection case ats/D53. The single jet in crossflow
maximum peak is decreasing and at least vanishing, or rather
blinded out, by an increasing downstream maximum resulting
from the adjacent jet interaction. Hence, the flow situation is com-

pletely taken over by the adjacent jet interaction at a blowing rate
of M51.7. For the narrow hole spacing, these downstream
maxima also occur at very short downstream distances. Different
from the three-diameter hole spacing, they display a distinct peak
position and subsequent gradual decay instead of an almost con-
stant value over a large downstream distance. Considering the
overall effectiveness area below the curves, an obvious optimum
coolant mass flow can not be identified. Downstream ofx/D
520 a monotonous increase of the effectiveness with increasing
blowing rate takes place at high levels ofh̄50.3 and above.

For a large hole spacing ofs/D55 ~Fig. 5~b!!, the laterally
averaged effectiveness values are considerably lower than for
s/D53. This again is expected from the much lower coolant mass
flow per surface area. The position of the effectiveness peaks are
merely shifted with respect to the smaller hole spacing ofs/D
53. A distinct optimum of the overall effectiveness occurs at
blowing rates of aboutM50.85. Further increasing the blowing
rate causes a monotonous decrease of the effectiveness due to
pronounced lift-off of the isolated jets. Within the examined
downstream range, the laterally averaged effectiveness data are
not influenced by adjacent jet interaction.~See reference@8#.!

Effects of Increased Hot Gas Flow Turbulence. Figure 6
shows a comparison of low and elevated turbulence conditions at
a moderate density ratio ofP51.5. Three blowing rates are cho-
sen, representing low, moderate, and high blowing conditions.
Displayed are the effects of different geometry, comprising nor-
mal ejection and different hole spacings with respect to the typical
application case ofs/D53 anda530 deg~Fig. 6~a!!.

Near the ejection position and at low blowing rates, the effec-
tiveness peaks are higher at elevated turbulence conditions for all
cases. It is assumed that a higher crossflow turbulence promotes
the coolant jet in crossflow mixing and, therefore, jet spreading in
the vicinity of the ejection position. At high blowing rates and
close to the ejection location, the jet in crossflow mixing situation
is dominated by the high turbulence levels within the coolant jet.
Accordingly, the maximum effectiveness levels are not affected
by the increased turbulence at high blowing rates. The adverse
effect of additional hot gas entrainment, due to enhanced turbulent
mixing, is compensated by the favorable effect of faster jet
spreading and subsequently better surface coverage. At moderate
blowing rates one or the other effect is dominant, depending on
the specific flow situation.

Far downstream, the additional coolant into hot gas mixing at
elevated turbulence levels causes an effectiveness loss for all ge-
ometry and blowing rates. The effect is most pronounced at lower
blowing rates and shallow ejection angles, where the turbulence
generation from the jet in crossflow mixing itself is low. This
introduces a considerable effectiveness loss at typical moderate
blowing rate shallow angle ejection situations, both at standard
pitch ~Fig. 6~a!!, and at large pitch~Fig. 6~d!!. The opposite ap-
plies for the small hole spacing and normal ejection situations
~Figs. 6~b!, ~c!!, where the turbulence generation by jet interaction
and mixing dominates within the cooling film flow and the cross-
flow turbulence impact is moderate.

Effectiveness Correlation
The screening of the open literature for experimental results

still reveals missing data, especially concerning consistent studies
of geometry variations and precise near ejection surface measure-
ments. This often prevents a proper effectiveness prediction. The
actual study represents a database covering a large range of all
dominating ejection parameters at consistent and carefully con-
trolled experimental conditions. Therefore, excellent conditions
for the development of correlations including the complete surface
area and all parameter interactions are at hand. The systematic
findings of the flow and geometry variations discussed before,
have to be formulated as empirical equations.

Important hints for suitable approaches were found by review-
ing existing effectiveness correlations. An overview over early

Fig. 6 Effect of the turbulence intensity
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correlation approaches, concentrating on slot ejection, is given by
Goldstein@9#. Further approaches introducing more specific ge-
ometry are given by, e.g., Sturgess@10,11#, Pai and Whitelaw@12#,
and Muckerjee@13#. A compilation of these later approaches is
provided by Lefebvre@14#. A common basis of slot ejection cor-
relations can be described as follows:

• At the ejection position a total coverage of the surface by the
coolant is assumed, providing an effectiveness ofh̄51.

• The total coverage situation ofh̄51 is sustained over a cer-
tain downstream distance presuming a cooling film core flow.

• The subsequent mixing and temperature rise of the cooling
film is modeled by an exponential decay function, in which
the exponent is evaluated experimentally.

Typical approaches for the ejection from rows of discrete holes
adopt this model, skipping the cooling film core flow presump-
tion. The exponential decay behavior is determined in experiments
and extrapolated backwards to the ejection position. The correla-
tions yield reasonable results for specific ejection situations fur-
ther downstream of the ejection position~e.g., Metzger and
Fletcher@15#, Jabbari and Goldstein@16#, Kruse @17#, Forth and
Jones@18#!. However, these approaches give an unrealistic maxi-
mum at the ejection position and enforce a monotonic decay. At
the ejection position, the local temperature load on the surface is
inadmissibly underestimated. Hence, the vicinity of the ejection is
usually excluded. Often a typical geometry, i.e.,a530– 35 deg
ands/D53, is presumed. Mostly the approaches cover only low
to moderate blowing rates or employs different equations for low
and high blowing rate regimes, respectively.

It is well known from locally resolved measurements of the
adiabatic surface temperature in the vicinity of ejection holes that
the film-cooling effectiveness builds up by the spreading of the
ejected jets on the surface. More recent correlations of the later-
ally averaged effectiveness account for this initial downstream
length required for the formation of a cooling film~e.g., L’Ecuyer
and Soechting@19#, Baldauf et al.@20#!. These models aim on a
complete description of the effectiveness behavior from the ejec-
tion position to far downstream for a large variety of ejection
geometry and flow parameters.

From the present measurement results is concluded that the
development of the cooling effectiveness is governed by the inter-
play of two phenomena. These are the single jet in crossflow
mixing and the adjacent jet interaction. The cooling film develop-
ment is distinctively determined by the ejection geometry, charac-
terized by hole angle and spacing, and influenced by the density
ratio. Therefore, even the modeling of basic effects needs to ac-
count for the whole database. The characteristic feature of the
large majority of all measurements is the peak of the laterally
averaged effectiveness curves due to the single jet in crossflow
behavior. Obviously, all row of holes ejection situations must fea-
ture such peaks due to the fact of initially ejecting single jets. The
correlation of L’Ecuyer and Soechting@19# already demonstrated
that effectiveness curves of different ejection situations often can
be considered similar, and the laterally averaged effectiveness
level can be characterized by the value of the peak. Using these
findings, the new effectiveness correlation will be set up as
follows:

• The basic jet in crossflow behavior forms a typical base
curve. It displays rising effectiveness towards a peak value,
due to coolant spreading and closed cooling film formation,
followed by an exponential decay downstream. The typical
height of this peak depends on the ejection situation and ne-
cessitates a systematic description of the specific peak value
and position. Normalizing all single curves by their maxima
should bring all similar curves of jet in crossflow character-
istic on top of each other. The collapsed curves should yield
the laws for the effectiveness rise and decay of the base
curve.

• The ejection cases dominated by the adjacent jet interaction

must deviate from this base curve after normalization. Espe-
cially their maximum peaks are not expected to match the
description lined out before. The systemized divergence of
the maximum peaks should allow for a common description
of all cases on one base curve.

• With all curves pinched to common maximum values, devia-
tions of the downstream decay due to the adjacent jet inter-
action will remain. A final systemization of these deviations
should yield one common curve and correlation of laterally
averaged adiabatic effectiveness.

Thus, the goal of the correlation process is to find transformation
and scaling laws that allow the definition of a single functional
relation. It yields an effectiveness representation over a down-
stream length representation of the kind

h* 5 f ~j! (3)

Given the ejection parameters, the parameter specific backscaling
and transforming of this base curve produces the required effec-
tiveness distribution as a prediction of the corresponding ejection
situation. The parametric scaling and transformation functions
feature coefficients and reference values based on physical effects
and allow an in depth interpretation of film cooling behavior. The
coefficients themselves are functions of the ejection parameters

coefficients5 f S M ,P,a,
s

D D (4)

The coefficient functions need to fit the measured distributions.
They must reasonably interpolate between sampling points as
given by the examined ejection parameter matrix. Furthermore,
they should be non-critical at the edges of the parameter ranges.
These coefficient functions are no longer physically meaningful.
They result from curve fit procedures as given in the Appendix.

Base Curve Evaluation. The laterally averaged effectiveness
curves are plotted over a common downstream length representa-
tion to find the similarities. It is known from early slot film cool-
ing effectiveness measurements that the curves from different flow
rates collapse by scaling the downstream length with slot width
and blowing rate. This approach was transferred to the ejection
from rows of holes~i.e., Louis @21#, Kruse @17#, L’Ecuyer and
Soechting@19#! by introducing an equivalent slot width

se5
p

4

D2

s
(5)

The scaled downstream length results in

jM5
x

Mse
(6)

Still, the effectiveness resulting from discrete hole ejection at typi-
cally moderate blowing rates is dictated by the coolant jet lift-off
effects. The penetration depth of a jet in crossflow corresponds to
the relative jet momentum~e.g., Abramovic@22#!, suggesting the
momentum ratio as a scaling parameter.

j I5
x

Ise
(7)

Thereabout is a perpetual discussion within the film cooling
community, whether one~M! or the other~I! scaling parameter is
characterizing the film cooling results. The typical outcome from
using the different parameters is shown in Fig. 7 on a double
logarithmic scale. Figure 7~a! confirms that the common down-
stream decay of the effectiveness curves, i.e., the farfield of the
coolant ejection, is characterized by the blowing rate. This is ex-
pected from known results of slot ejection. The exponent of the
decay function is given by the gradient of a straight line. Further-
more, Fig. 7~a! reveals that for the displayed case the downstream
position of the maxima of all measurements are characterized by
the blowing rate scaling. If the curves are scaled to the momentum
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ratio, it becomes obvious from Fig. 7~b! that the curves of the
given case collapse for short downstream distances. Thus, the near
field of the coolant ejection is characterized. All measurements
follow the characteristic curve, until they branch, highest momen-
tum ratio first. The branching curves fall to lower effectiveness
values because of the coolant jet lift-off. Note that this ideal pic-
ture of the near field character applies only to the undisturbed
single jet in crossflow flow behavior resulting from a large pitch
ejection.

Since the blowing rate seems better suited to characterize the
effectiveness peaks, these peak values are first hand plotted versus
M to enable a classification. Figure 8 shows a compilation of the
effectiveness peak values from all examined geometry, ordered by

hole spacing. It can be seen that the peak development with the
coolant mass flow is similar for the three hole spacings examined.
The common picture is a rising peak value at low blowing rates
and a decreasing peak value at moderate and high blowing rates,
due to jet lift-off. Small pitch geometry yields steeply rising and
falling curves at high levels. Large pitch geometry yields
smoothly rounded curves at low levels. Regarding the medium
and small pitch plots, one can observe the effect of the adjacent jet
interaction causing rising maximum effectiveness at high blowing
rates. At such conditions the peak resulting from the single jet in
crossflow characteristic is vanishing and the absolute maximum is
taken over downstream by the adjacent jet interaction. However,
there is a special behavior at small pitch normal ejection. Here,
the adjacent jet interaction evoked maximum also reaches a high-
est value at blowing rates of aboutM51.4– 1.7. It then descends
again with approximately the same gradient as the single jet in
crossflow characterized maximum of these cases at lower blowing
rates.

The next step is the scaling of the peak valuesh̄P and the
blowing rate to bring the maxima development curves on top of
each other. Therefore, scaling functions depending on blowing
angle, hole spacing, and density ratio are generated. The scaled
peak effectivenesshcP and coolant flow parameterm are defined
as follows:

hcP5h̄
~sina!0.06

s
D

P0.9/
s
D

(8)

m5UP0.8S 12F0.0310.11S 52
s

D D Gcosa D (9)

Note thatm is no longer referring to the blowing rate, but to the
discriminated effects of velocity and density ratios.

Figure 9 shows the scaled curves of Fig. 8 together with a curve
fit to correlate the common characteristic of the maximum devel-
opment. The describing equation is

hP* 5

hc0S m

m0
D a

F11S m

m0
D ~a1b!cG1/c (10)

As sketched in Fig. 9~b!, the following physical meaning can be
assigned to coefficients in Eq.~10!:

• a is the gradient of the ascending branch of the peak effec-
tiveness.

• b is the gradient of the descending branch of the peak effec-
tiveness.

Fig. 7 Effectiveness plotted versus different downstream
scales

Fig. 8 Laterally averaged effectiveness peaks of all measurements
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• c defines how close and sharp bowed the fit curve is leaning
to the straight lines describing the rise and fall of the peak
effectiveness.

• m0 is the coolant mass flow parameter value where the as-
cending and descending straight lines intersect and, therefore,
characterizes the highest maximum flow parameter.

• hc0 is the according scaled peak effectiveness value of the
intersection point characterizing the common maximum
height.

The values of these coefficients are determined for each examined
hole spacing and fitted by the following functions:

a50.2 (11)

b5expF1.9227.5S s

D D 21.5G (12)

c50.71336 expS 21.85
s

D D (13)

m050.12510.063S s

D D 1.8

(14)

hc05
0.465

110.048S s

D D 2 (15)

The peak effectiveness valueshP* given by Eq.~10! and the co-
efficient functions normalize all laterally averaged effectiveness
distributions to the same level for further examination.

This still leaves the question, if those curves should be plotted
versus the downstream length scaled by the blowing rate or by the
momentum ratio. A closer inspection of those two parameters re-
veals that they both are a linear combination of the ratios of ve-
locity and density

I 5
~ru2!C

~ru2!G
5PU25~PU!U5MU (16)

The downstream length scaling of measurement results at identi-
cal geometry and density ratio byM or I differs only by the
weighting of the velocity ratio with an exponent of either one or
two. The density ratio component is just an additional constant
factor in the scaling of a set of measurements at constantP. The
relative arrangement of the curves results only from the velocity
ratio component. Keeping this in mind, the normalized effective-
ness curves are plotted versus a downstream length scaled with
the velocity ratio weighted with a variable exponent. It is found
that the exponents have to be adjusted to the different hole spac-
ings, but not to different density ratios. Figure 10 displays the
normalized effectiveness curves for the shallow angle and high
density ratio ejection. For the lower blowing rates these plots
already display an almost perfect match of the different measure-
ments and distinctly pronounce the path of the searched base

Fig. 9 Normalized effectiveness peaks of all measurements

Fig. 10 Normalized effectiveness curves at different hole spacing
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curve. Curves of higher blowing rates systematically deviate to
higher normalized effectiveness as an effect of the adjacent jet
interaction. In cases where the complete cooling film flow is
dominated by the adjacent jet interaction, that is especially at
small pitch, the normalized maxima of the high blowing rate
curves also tend to higher values.

The curves are now scaled to the velocity ratio with exponents
that result from a best fit solution for all measurements at different
hole spacings. As can be seen, an exponent of 1.0 is appropriate
for the typical three diameter hole spacing and shallow angle ejec-
tion. Amazingly, this coincides with the blowing rate scaling that
was applied to typical row of hole ejection results in the past. At
a small hole spacing ofs/D52 a higher velocity ratio exponent of
1.37 is needed, and at a large hole spacing ofs/D55 a smaller
velocity ratio exponent of 0.68 fits the curves. The density ratioP
has no significant effect on the streamwise alignment of the nor-
malized curves. The ejection angle is found to cause a scaling of
the downstream length representation and is introduced to an
additional factor jc . This combines to a downstream length
parameter

j5

x

D

s

D
jc

p

4
U ~

s
D/3!20.75

(17)

jc50.61
0.4~22cosa!

11S s/D21

3.3 D 6 (18)

The equation of the base curve~ref. Fig. 11! is very similar to

the description of the peak effectiveness development and is de-
fined as

h* 5

h0S j

j0
D a*

F11S j

j0
D ~a* 1b* !c* G1/c* (19)

Herein a* and b* represent the gradients of the ascending and
descending branches of the base curve.j0 andh0 give the inter-
section point of the straight line descriptions of those branches, as
typical downstream length and normalized effectiveness value, re-
spectively. Finally,c* fits the base curve apex to the value of
h* 51.0. All these coefficients are constant numbers, as displayed
in Table 2, since the base curve is valid for all geometry and
density ratios.

Complete Correlation. So far, only the laterally averaged ef-
fectiveness of the single jet in crossflow-dominated cases is used
to determine a base curve and parameter specific transformation
of effectiveness and downstream length. This system predicts the
effectiveness of cases with the typical single jet in crossflow char-
acteristic. It utterly fails to predict effects of the adjacent jet in-
teraction that is dominating ejection situations featuring a combi-
nation of high blowing rate, small pitch, and steep ejection angle.
In the following, the deviations of the corresponding ejection situ-
ations are systemized and included into the description.

A fact that heavily obstructs a common description of single jet
in crossflow-dominated and adjacent jet interaction-dominated
cases, is the inflated effectiveness peak values of the latter. Show-
ing the results of the normal ejection at small pitch and high
density ratio, Fig. 11~a! nicely demonstrates that the curves of
these adjacent jet interaction dominated situations are completely
diverging. However, a close inspection of this plot confirms an
assumption resulting from the discussion of Fig. 8: The normal-
ized effectiveness curves in Fig. 11~a! cumulate on two paths, the
lower being the base curve and the upper defining some highest
possible effectiveness value from the adjacent jet interaction. The
existence of this second prominent curve path confirms that, with
increasing flow parameter, the decay characteristics of the adja-
cent jet interaction maximum are the same as the decay charac-
teristics of the single jet in crossflow peaks~ref. Fig. 8~a!!. A
scaling of the overshooting maxima depending on flow parameters
must transfer them back to the base curve apex. Such a scaling
should be adoptable to all other cases and should allow for a
common maximum description. The scaling procedure is formu-
lated as follows

j85jjs (20)

h* 850.1S h* ~j8!

0.1 D hs

(21)

The exponentsjs andhs within these expressions perform a linear
scaling of the curves on the logarithmic scale with respect to a
base point~1,0.1!. The scaling exponents need to run from a value
of 1.0 at single jet ejection dominated conditions to limits valid
for the uppermost effectiveness curve path, described byĵ andĥ.
The transition functions are given as

js511
ĵ

11S UPg

k D 25 (22)

Fig. 11 Scaling of the peak effectiveness maximum

Table 2 Constants of the base curve fit
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hs511
ĥ

11S UPg

k D 25 (23)

Herein the weightingg of the density ratio effect and the flow
parameter magnitudek where transition takes place are defined by

g50.75@12e20.8~
s
D21!# (24)

k52@12e0.57~12
s
D !#10.91 cos0.65a (25)

Functions for the limit valuesĵ and ĥ are

ĵ51.17F 12

S s

D
21D

110.2S s

D
21D 2G ~cos 2.3a12.45! (26)

ĥ50.022S s

D
11D ~0.92sin 2a!2F 0.081

0.46

11S s

D
23.2D 2G

(27)

It is assumed that in cases where the uppermost curve path could
not be identified from the measurement results, it occurs at blow-
ing rates beyond the experimentally examined range. The scaling
parameter limitsĵ, ĥ, and according transition function coeffi-
cients then are chosen to result in a best fit of the transition func-
tions in Eqs.~22!, ~23! for the available measurements.

Figure 11~b! shows the same ejection case after the scaling of
the overshoot maxima. It confirms that the described procedure is
capable to collapse both the single jet-dominated and the adjacent
jet interaction influenced maxima on the base curve. Figure 11~b!
indicates only one remaining pattern of effectiveness curves devi-
ating from the base curve: The high blowing rate curves branch
from the downslope of the base curve towards higher effective-
ness values. To account for this deviation pattern a modification is
introduced to Eq.~21! resulting in

h* 850.1S S h*

0.1D
F11S j8

j1
D b1c1G1/c1D hs

(28)

The coefficients within the corrective Eq.~28! have the following
physical meaning:

• j1 is the downstream position where the deviation occurs first
and the correction is initiated.

• b1 defines the magnitude of the required correction. Note that
the exponentb1 is a direct counterpart to compensateb* of
the base curve definition ofh* .

• c1 describes the smoothness of the curve branching at the
downstream positionj1 .

These coefficients are also functions of the flow and geometry
parameters and are given by the following equations:

j15
65

S M

2.5D
a1

(29)

a150.0410.23
s

D
1S 0.9520.19

s

D D cos 1.5a (30)

b050.820.014S s

D
D 2

1S 1.52
2

A s

D
D

3sinS 0.86aF 11
0.754

110.87S s

D
D 2G D (31)

b15
b0

11M 23 (32)

c157.51
s

D
(33)

Finally, an attempt is made to include the findings of the el-
evated turbulence measurements into the new correlation. A com-
pilation of the normalized effectiveness from measurements at
low and elevated turbulence is shown in Fig. 12. The apex as well
as most of the ascending branch of the elevated turbulence curves
match those of the low turbulence curves. Systematic deviations
of the elevated turbulence curves are found at the descending
branch of the curves~Fig. 12~a!!. Assuming that low turbulence
conditions are described properly by the base curve, the elevated
turbulence curves decay faster, requiring a higher decay exponent.
In situations of high ejection induced turbulence, e.g., from adja-
cent jet interaction effects~Fig. 12~b!!, the differences between
elevated and low turbulence results diminish. Proceeding to situ-
ations of excessive turbulence production, e.g., small pitch normal
ejection ~Fig. 12~c!!, the hot gas turbulence influence becomes
insignificant. To get a broader basis for the formulation of the
turbulence effects further measurements from Bons et al.@23# and

Fig. 12 Normalized and scaled effectiveness curves at low and elevated turbulence level
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Schmidt and Bogard@24# at higher turbulence levels are used. The
turbulence intensity dependent slopebT* could be described by

bT* 50.7S 11F 1.22

117S s

D
21D 27 10.871cos 2.5aG

3expF2.6Tu2
0.0012

Tu2 21.76G D (34)

Unfortunately, the variable descending branch slopebT* influences
the choice of the intersection coordinatesj0 andh0 of the ascend-
ing and descending straight line descriptions of the base curve. To
retain the proper apex ath8* 51.0, the value ofh0 is modified
accordingly to

h0T52.5S 5.8

2.5D
bT*
0.7

(35)

This concludes the definition of transformations to form the
laterally averaged effectiveness correlation. To evaluate the accu-
racy of the new correlation RMS values of the deviation of the
measurements from the base curve path are determined. Figure 13
displays the normalized and scaled measurement data, resolved
into single points and compared to the base curve. Obviously, the
measurements are heavily massing around the base curve path,
confirming the high accuracy of the correlative description. The
overall RMS deviation of the measurements iss55.5% repre-
senting the same accuracy as found by the measurement error
estimation~see@1#!. The 6s lines of the downstream parameter
dependent gliding RMS deviation in Fig. 13 display that within
the important range of the maximum and decay even lower devia-
tions are achieved. They range from 5% at the apex position to 3%
on the descending branch. The calculation procedure of reproduc-
ing an effectiveness distribution from an arbitrary set of describ-
ing parameters is explicitly presented in the Appendix.

Conclusions
Downstream distributions of the laterally averaged adiabatic

film cooling effectiveness are evaluated from an integration of
high resolution local thermographic results. The quantitative dis-
cussion of the downstream effectiveness effects by means of the
laterally averaged results confirm the characteristic impact from
two different cooling film flow patterns on the downstream effec-
tiveness distribution. These two different flow patterns are the
single jet in crossflow mixing and the adjacent jet interaction. The
former dominates the cooling film flow at short downstream dis-

tances and lower blowing rates and governs the jet lift-off. The
latter dominates further downstream and at higher blowing rates,
as soon as sufficient jet spreading causes the adjacent jets to in-
teract. The novel approach of this study is the quantitative descrip-
tion of the interplay of these patterns. The flow from a typical
ejection geometry ofs/D53, a530 deg, is mostly dominated by
the jet in crossflow mixing. But, the adjacent jet interaction intro-
duces important quantitative influences at high blowing rates and
large downstream distances. Geometry of steeper ejection angles
and smaller hole spacing is mostly dominated by the adjacent jet
interaction. It requires a completely different approach to describe
the observed effectiveness distributions.

Based on these two different basic flow features, a new corre-
lation for the prediction of the laterally averaged film cooling
effectiveness is presented. It applies for a row of cylindrical,
streamwise inclined holes and a wide range of ejection param-
eters. The complete downstream distance is covered, none of the
typical constraints and exceptions are necessary. The correlation
process revealed the velocity ratioU as the most important scaling
parameter for this row of holes ejection situation. Only the
U-related scaling allows a common description of sets of mea-
surements with different coolant mass flow and enables a correla-
tion of the geometry influence. With this new correlation a pow-
erful tool is given for the prediction of external temperature
distributions in presence of film cooling. They represent an essen-
tial boundary condition for a cooled wall temperature analysis.
The corresponding heat transfer coefficient correlation to com-
plete such a set of boundary conditions is presented in a compan-
ion article @25#.
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Nomenclature

a, b, c 5 correlation coefficients
D 5 ejection hole diameter, m

g, k 5 correlation coefficients
I 5 momentum ratio, Eq.~16!
L 5 ejection hole length, m
M 5 blowing rate, Eq.~16!
P 5 coolant to hot gas density ratio, Eq.~16!

Re 5 Reynolds
s 5 ejection hole spacing, m
T 5 temperature, K

Tu 5 turbulence intensity
U 5 velocity ratio, Eq.~16!
u 5 velocity, m/s
x 5 streamwise coordinate, m
a 5 blowing angle

d1 5 displacement thickness of the boundary layer, m
h 5 film cooling effectiveness, Eq.~1!
m 5 flow rate parameter for peak correlation, Eq.~10!
r 5 density, kg/m3

j 5 downstream distance parameter, Eq.~6!

Subscripts

0 5 without ejection, reference values
1 5 downstream interaction correction

AW 5 adiabatic wall
C 5 coolant
c 5 scaled maximum peak values

D 5 hole diameter based
e 5 equivalent slot
f 5 cooling film

G 5 hot gas
I 5 momentum ratio based

Fig. 13 Final laterally averaged effectiveness correlation
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M 5 blowing rate based
max 5 maximum

p 5 peak
s 5 maximum scaling due to jet interaction
T 5 turbulence dependent
W 5 wall

Superscripts

8 5 modified approach
* 5 normalized
∧ 5 upper limits
¯ 5 lateral average

Appendix
The lateral-averaged effectiveness correlation presented in this

study forms an extensive set of equations. Especially the coeffi-
cient functions, not offering a physical interpretation, are difficult
to verify and to control. Therefore, an explicit application example
is given incorporating the numerical values for all variables and
coefficients. This provides a means of verification for the correct
reproduction of the correlation equations.

Correlating the Effectiveness From the Ejection Parameters
The example shall be of typical geometry conditions ejection into
a low turbulence hot gas flow at high blowing rate and low density
ratio. This is known to cause significant lift-off effects and adja-
cent jet interaction as well near the ejection location as down-
stream. Ejection parameters are stated in Table 3. The equations
were reproduced in a spread sheet calculation. All numerical val-
ues of the coefficients are given to the according precision, as
stated in Table 4.

Starting point for the determination of specific effectiveness
values is the base curve from the jet in crossflow mixing behavior.
Deriving h0T andbT* from Eqs.~34!, ~35! and using the constants
of Table 2, the turbulence-dependent base curve is calculated by

h* 85

h0TS j8

j0
D a*

F11S j8

j0
D ~a* 1bT* !c* G1/c* (36)

The range ofj8 should cover values of 1 to 1000 to result in a
useful x/D downstream length for most applications. The apex
and descending branch of the base curve needs modification to
account for the adjacent jet interaction.~See Fig. 14.! Scaling by
hs , from Eq. ~23!, employing the coefficientsĥ, g, k, from Eqs.
~24!, ~25!, ~27!, and using coefficientsj1 ~from a1), b1 ~from b0),
c1 , from Eqs.~29!–~33!, returns a curve

h* 50.1S h* 8

0.1 D 1/hsF11S j8

j1
D b1c1G1/c1

(37)

This normalized curve is blown up to the characteristic peak ef-
fectiveness development according to Eq.~10!, employing the co-
efficientsa, b, c, m0 , hc0 , from Eqs.~11!–~15!

hc5

hc0h* S m

m0
D a

F11S m

m0
D ~a1b!cG1/c (38)

Backscaling to the specific peak effectiveness of the given ejec-
tion conditions according to Eq.~8! yields

h̄5hc

P0.9/
s
D

~sina!0.06
s
D

(39)

These values of the laterally averaged effectiveness are plotted
over the downstream lengthx/D. Employing the scaling exponent
js , from Eq. ~22!, by use of the coefficientsg, k, ĵ, from Eqs.
~24!–~26!, andjc , from Eq. ~18!, results for all valuesj8 in

x

D
5

j81/js
p

4
U (

s
D/3)20.75

s

D
jc

(40)
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Heat Flux Reduction From Film
Cooling and Correlation of Heat
Transfer Coefficients From
Thermographic Measurements
at Enginelike Conditions
Heat transfer coefficients and the resulting heat flux reduction due to film cooling on a flat
plate downstream a row of cylindrical holes are investigated. Highly resolved two-
dimensional heat transfer coefficient distributions were measured by means of infrared
thermography and carefully corrected for local internal testplate conduction and radia-
tion effects. These locally acquired data are processed to lateral average heat transfer
coefficients for a quantitative assessment. A wide range variation of the flow parameters
blowing rate and density ratio as well as the geometrical parameters streamwise ejection
angle and hole spacing is examined. The effects of these dominating parameters on the
heat transfer augmentation from film cooling are discussed and interpreted with the help
of highly resolved surface results of effectiveness and heat transfer coefficients presented
earlier. A new method of evaluating the heat flux reduction from film cooling is presented.
From a combination of the lateral average of both the adiabatic effectiveness and the heat
transfer coefficient, the lateral average heat flux reduction is processed according to the
new method. The discussion of the total effect of film cooling by means of the heat flux
reduction reveals important characteristics and constraints of discrete hole ejection. The
complete heat transfer data of all measurements are used as basis for a new correlation
of lateral average heat transfer coefficients. This correlation combines the effects of all
the dominating parameters. It yields a prediction of the heat transfer coefficient from the
ejection position to far downstream, including effects of extreme blowing angles and hole
spacing. The new correlation has a modular structure to allow for future inclusion of
additional parameters. Together with the correlation of the adiabatic effectiveness it pro-
vides an immediate determination of the streamwise heat flux reduction distribution of
cylindrical hole film-cooling configurations.@DOI: 10.1115/1.1505848#

Introduction
The lateral mean heat transfer coefficients on a film-cooled wall

are the essential entity for the prediction of the wall heat flux and,
subsequently, the blade material temperature. To enable heat flux
predictions, the database for correlations must comprise experi-
mental results of the adiabatic effectiveness and the according
results of heat transfer coefficients at identical ejection conditions.
The present study provides the distributions of the adiabatic effec-
tiveness as well as the heat transfer coefficients for a large variety
of ejection cases and for the complete matrix of dominating pa-
rameters. From this comprehensive database, correlations of the
lateral mean values of both the effectiveness and the heat transfer
are developed@1,2#.

The local heat transfer coefficient depends on the local tem-
perature situation described by a dimensionless wall temperature

u5
TG2TC

TG2TW
(1)

Referring to the temperature difference between hot gas flow and
the wall surface, the heat flux can be written as

qW5h~u!~TG2TW! (2)

It was shown by several authors that the relationshiph(u) is linear
in incompressible flow regimes@3–6#. Furthermore, it was con-
firmed thath(u) can be regarded linear with negligible deviations
even for film cooling applications with enginelike gas property
variations@7–9#. The linear dependence can be determined by the
linear superposition of two known results of the local heat transfer
coefficient; i.e., two known specific measurements determine the
straight lineh(u) of a distinct ejection situation at a distinct loca-
tion on the film-cooled surface. Gritsch et al.@10# demonstrated
the applicability of the linear superposition approach, experimen-
tally and numerically, also for lateral mean values ofh̄( ū) at
varying downstream locations in variable property flows. A spe-
cial representation of the linear superposition approach is referring
to two particular points on the straight lineh(u). It employs the
adiabatic film cooling effectiveness as one point

h5
TG2TAW

TG2TC
(3)

As second point the heat transfer coefficienthf from the near wall
cooling film flow to the surface determines the same heat flux as
Eq. ~2!

qW5hf~TAW2TW! (4)

The first particular point in this approach denotes the ‘‘adiabatic’’
situation of zero heat flux qAW50, where the adiabatic wall tem-
perature givesuAD51/h. The second particular point designates
the ‘‘isothermal’’ situation ofu50, denoting that the cooling film
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temperature has no effect on the heat transfer coefficient ath(u
50)5hf . Note that the vanishing effect of the cooling film tem-
perature is not equivalent to a vanishing temperature difference
between hot gas and ejected coolant. Assuming the validity of the
linear superposition approach connotes identically both, the lin-
earity of h(u) and a constant valuehf at varyingu, in the typical
variable property flow situation. The transformation from the
straight line representation to the two points representation was
formulated by Eckert@11#

h~u!5hf~12hu! (5)

This demonstrates that even accepting the constraints of a linear
approach in either representation, the heat flux evaluation in a
film-cooling situation necessitates the knowledge of at least one
pair of measurement results. These may be either two arbitrary
data pairsh(u), or the two particular valuesh at h(1/h)50, and
hf at hf5h(u50) ~see detailed discussion by Gritsch et al.@10#!.
The latter choice of parameters results in well defined conditions
for the two points to define the straight lineh(u). It is, therefore,
preferred by most authors and will be used for the further discus-
sion.

The present documentation concentrates on the lateral mean
values of the heat transfer coefficient that are crucial for the quan-
titative evaluation of heat flux. To enable the application and com-
parison of heat transfer results, a dimensionless representation of
the heat transfer coefficient is imperative. It is well known that the
laterally averaged film-cooling effectivenessh̄ depends on the
ejection situation, i.e., geometry and flow parameters. Since the
lateral mean value ofh̄f is, in principal, just an other point on the
same lineh̄( ū), it must depend on the same geometrical and flow
parameters of the ejection. Referring to a similarity and sensitivity
analysis of the discussed film cooling situation~see @12#!, this
dependence can be formulated as a functional relation of similar-
ity numbers. Employing the Stanton number as dimensionless
heat transfer coefficient yields

St5 f S ū,M ,P,Tu ,
x

D
,a,

s

D

d1

D
,

L

D D (6)

In the presence of film cooling, the influence of the ejection on the
heat transfer situation is of particular interest. Therefore, the ratio
of the heat transfer coefficients on the surface with and without
film ejection is regarded. Since the Stanton numbers of both cases
should refer to the hot gas flow properties, the dimensionless aug-
mentation ratio fulfils

Stf
St0

5
h̄f

h0
(7)

Experimental Apparatus and Data Processing
The measurements were performed in an open circuit hot wind

tunnel of the Institute of Thermal Turbomachinery, University of
Karlsruhe. Engine like flow conditions were established for
steady-state heat transfer measurements on a film cooled surface
in a scaled up test section. Proper temperature ratios of hot gas to
cooling air are applied to obtain realistic density gradients and
heat flux directions. A schematic of the test facility is given in Fig.
1. A detailed description of its basic features is provided by
Baldauf et al.@2#. For heat transfer measurements an additional
cooling circuit was installed, which is detailed by Baldauf et al.
@1#. It generates a heat sink on the back surface of the testplate
inducing heat flux from the hot gas into the test surface.

The cooling air is fed from a plenum through cylindrical ejec-
tion holes ofD55 mm diameter. The cross sectional area of the
test duct measures 21344 D. Different ejection geometry is real-
ized by modules fitting into the coolant plenum duct. The modules
approximate adiabatic conditions at the ejection position. The
testplate is directly connected to the ejection module. It consists of
machinable ceramic material~Corning Macor! with a thickness of

2D extending from 2D to 82D downstream of the ejection posi-
tion. The cooling fluid supply channels are machined into the test
plate’s support for a direct contact of cooling fluid and ceramic.
The thermostatic cooling circuit provides coolant fluid at an ad-
justable preset temperature to enable a wall temperature variation
without influencing the flow conditions. In this way sets of mea-
surement data with different dimensionless wall temperaturesu at
identical flow conditions are generated. A compilation of the di-
mensionless operating parameters is given in Table 1.

The local surface temperatures were measured with a high reso-
lution IR-camera system. A carefulin situ calibration of the IR-
camera images by surface mounted thermocouples~Martiny et al.
@13#! and a constant emissivity dye coating of the surface assure a
quantitatively correct mapping of 2-D surface temperatures. The
data of corresponding local points of several complete hole
pitches are reduced to one half pitch stripe of the periodically
symmetric ejection situation. The local surface heat flux is ob-
tained by a 3-D finite element analysis of a half pitch model of the
testplate and ejection module, considering their different thermal
properties. IR-data is utilized as a temperature boundary condition
on the test surface. Thermocouple readings from the coolant fluid
exposed back surface of the testplate are applied to the backside
of the FE-model as a temperature boundary condition. The com-
putation yields the local surface heat flux qW into the testplate
with an error of about 1%. For a detailed description of the ex-
perimental facilities, data processing, and numerical analysis, see
@1#

A laterally averaged heat transfer coefficient differs from the
lateral mean value based on laterally averaged heat flux and wall
temperature. For a correct averaging, Eq.~2! is formulated for the
lateral mean value of the heat flux and rearranged to give the heat
transfer coefficient

h̄~ ū !5
q̄W

TG2T̄W

(8)

This relation obviously requires the laterally integrated heat flux,
referring to the mean wall temperature. The resulting lateral mean

Fig. 1 Extended hot wind tunnel scheme with cooling circuit

Table 1 Operating parameters
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value of the heat transfer, based on the average dimensionless wall
temperatureū, returns the same heat flux as the spanwise integra-
tion of the local heat flux. Theū-dependent heat transfer coeffi-
cients are each normalized by their specific referenceh0 without
ejection. The heat transfer without ejection is correlated for flat
plate flow considering an uncooled starting length and variable
property effects due to large temperature ratios as proposed by
Kays and Crawford@14#

h05~rucp!0.03 Re20.2Pr20.67F12S xs

x1xs
D 0.9G21/9S Tw

TG
D 20.25

(9)

For every downstream coordinate theh̄( ū)/h0 points and a later-
ally average adiabatic effectiveness value~see companion paper
@15#!, are then combined. All combined data are taken from mea-
surements with identical ejection conditions, i.e., identical blow-
ing rateM and density ratioP. For each such set of data, the linear
relation h̄( ū)/h0 is derived from a linear regression and theū
independent value ofh̄f /h0 of the high temperature ratio flow is
extrapolated. Further details of the evaluation of heat transfer co-
efficients are provided by@1# and @10#. For typical measurement
conditions, the error of the resulting heat transfer coefficienth̄( ū)
is less than 3.5%. The error of the extrapolated heat transfer co-
efficient ratioh̄f /h0 is kept below 7%.

Results of the Heat Transfer Measurements

The results of the lateral mean value ofh̄f /h0 are available
right from the beginning of the active testplate atx/D52 to far
downstream atx/D580. At the junction of the uncooled ejection
module and the cooled test surface atx/D52, a very high and
extremely sharp maximum of the heat transfer occurs for all cases.
These extreme values are not physical. They result from the finite
element analysis, where realistic junction conditions between the
two parts could not be modeled.

Variation of the Blowing Rate. Figure 1 shows the lateral
mean heat transfer augmentation due to a typical coolant ejection
at a shallow angle ofa530 deg, and a standard hole spacing of
s/D53. In general the lateral mean heat transfer curves are not as
smooth as the laterally averaged effectiveness presented in the
companion paper@15#. This is due to the larger error in the heat
transfer coefficient determination, compared to the error of the
adiabatic effectiveness values@1,2#. Furthermore, the deviation of
the heat transfer coefficient ratio from the unity base value is
relatively small for the majority of the examined cases. To display
and discuss the results in detail the scale is stretched hereby also
magnifying all perturbations. Smoothing of the curves is deliber-
ately not considered, since it is not possible to assure if smoothed
out wiggles are of statistical nature or real, systematic effects.

First, the results for an application like high density ratio of
P51.8 are discussed~Fig. 2~b!!. In general, the heat transfer ratio
curves feature high values near the ejection location. They decay
with downstream distance by settling of the flow perturbations
introduced by the coolant ejection. As expected, rising blowing
rates in principle yield higher heat transfer values. As already
known from the discussion of the local heat transfer results@1#,
only minor effects on the overall heat transfer are observed as
long as the coolant jet stays attached to the wall. Such a situation
is given up toM50.85. The heat transfer augmentation relative to
the unblown case stays well below 10% with highest values at
aboutx/D520, where the attached jets act on the surface. With
the coolant jets lifting from the surface a significant rise of the
heat transfer augmentation takes place, beginning atM51.2.
From the local heat transfer distributions of this configuration can
be seen that the coolant jets detach from the surface at about
x/D510. There, relatively low values of the heat transfer are
reasonable. The coolant jets reattach at a downstream distance of
about x/D530 and, consequently, elevated heat transfer values

occur in this area. Heat transfer augmentation of 25% is attained
for the highest examined blowing rate ofM52.5. Except for the
highest blowing rates, the area of severely augmented heat trans-
fer extends up to around 60D downstream of the ejection.

Density Ratio Effect. Results of the same geometrical con-
figuration at a typical low density ratio ofP51.2 are shown in
Fig. 2~a!. In general, the downstream distributions of the heat
transfer have a similar characteristic as for the engine like high
density ratio case. However, the severe augmentation of the heat
transfer at higher blowing rates extends further downstream, cov-
ering the whole examined test surface. The values range up to a
30% augmentation for the highest blowing rate ofM52.5. At
short downstream distances, low blowing rates exhibit a reduction
of the heat transfer coefficients below the unblown level. The
coolant jet impact on the surface seems less intense than in the
high density ratio case. Even less convection than from the
unblown reference seems possible because of the low coolant
velocity.

Comparison With Literature Data. Lateral mean values of
heat transfer augmentation of other authors are compared to the
present results in Fig. 3. Sufficient data matching the present ex-
perimental conditions are only available for typical shallow angle
ejection and standard hole spacing ofs/D53. All authors agree
on minor effects of the coolant ejection on the lateral average
value of the heat transfer at low blowing rates. Therefore, this
comparison emphasizes on moderate to high blowing rates. Mea-
surements at near unity density ratios are compared in Figs. 3~a!
and ~b!. Only few measurements at elevated density ratios are
found and compared in Figs. 3~c! and ~d!. Note that the present
measurements have a high local resolution and no attempt is made
to smooth the data.

The whole of the available measurements at low density ratio
and moderate blowing rate, Fig. 3~a!, suggest an augmentation of
the heat transfer coefficient level of about 5 to 10% approving the
present results. Considering the comparison of effectiveness mea-

Fig. 2 Effect of the density ratio on the heat transfer augmen-
tation
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surements, the heat transfer measurements of different authors
show much larger deviations and even contradicting tendencies.
Depending on the reference, either a stable value close to the
ejection location or a steep raise of the heat transfer towards the
ejection location is found. At high blowing rates and the same
low-density ratio conditions, a good match of the majority of the
available data, especially at shorter downstream distances, is
given, Fig. 3~b!. These data describe a heat transfer augmentation
of about 25 to 30%. Most interesting, the general tendency at high

blowing rate and low-density ratio is not a steep raise of the heat
transfer towards the ejection location. From the ejection location
downstream, the values are rather gradually increasing with
downstream distance towards a maximum nearx/D520.

The data from the two references offering heat transfer values
at elevated density ratio frame the present data as can be seen in
Figs. 3~c! and~d!. However, the results of Drost et al.@20# display
high values, while the results of Ammari et al.@18# exhibit very
low values for both blowing rates. The data of those two authors
differ by up to 15 percentage points. The trend of the former
authors’ data is almost constant level to distinctly lower data val-
ues towards the ejection location, whereas the latter authors’ data
display a high upstream peak.

Hence, the levels of the reference data match the present data.
The heat transfer behavior within the direct vicinity of the ejection
position can not be determined by the present data nor by the
compilation of reference data. Special care will be given to this
issue within the correlation process.

Effect of the Ejection Angle. The extreme of a steep angle
ejection is the surface normal ejection displayed in Fig. 4~b!. Dis-
tributions from high density ratio and standard hole spacing are
shown. Obviously, the downstream extension of augmented heat
transfer is much shorter than at shallow angle ejection~ref. Fig.
2!. At 25D to 30D downstream of the ejection position, the heat
transfer augmentation drops back to unity for all examined blow-
ing rates. A maximum of all curves can be found atx/D57. Up to
moderate blowing rates ofM51.0 the curves are lumped together,
as also seen for shallow angle ejection. Normal ejection at small
blowing rate yet causes an augmentation of the heat transfer of 13
to 15%. The curves ofM51.2 and beyond successively rise to
significantly higher heat transfer levels than those of the shallow
angle ejection. They attain values of up to 45% over the unblown
case for the highest blowing rate examined.

In contrast to the findings at normal ejection, the steep angle
ejection ata560 deg~Fig. 4~a!! does not cause an augmentation
of the heat transfer values with respect to the shallow angle ejec-

Fig. 3 Comparison with literature results

Fig. 4 Effect of the blowing angle on the heat transfer aug-
mentation
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tion. The heat transfer values are back to normal at aroundx/D
550, an intermediate value between the shallow angle and normal
ejection results. This suggests that a more intense jet in crossflow
interaction from a steep ejection angle does not produce an
equally intense surface impact of the resulting vortices. The domi-
nating effect of the increased blowing angle is a shortened down-
stream extension of high heat transfer levels. The locally resolved
heat transfer results@1# confirm that only the normal ejection
causes a significant change in the cooling film flow pattern, result-
ing in high heat transfer values shown in Fig. 4~b!.

Effect of the Hole Spacing. The small pitch ejection shown
in Fig. 5~a! envisions a completely different situation. Different to
steep blowing angles, the more intense interaction of adjacent jets
generate a cooling film flow with much higher surface impact and,
subsequently, intensified heat transfer. Note that the ordinates in
Fig. 5 are different from previously discussed results. A relatively
small blowing rate already causes an augmentation of the heat
transfer of 10%. An enormous increase of the heat transfer takes
place atM51.4 and beyond. The highest values exceed 60% heat
transfer augmentation atM52.5. This is due to the intense vortex
flow pattern from the closely spaced jets as known from the lo-
cally resolved results@1#. The locally resolved results also display
that this intense contact of adjacent jet vortices causes an early
decay of high heat transfer, compared to the standard pitch situa-
tion. Most of the curves are back to unity at aroundx/D540 to
50. Only the highest blowing rates seem to generate enough flow
perturbations farther downstream, where the heat transfer aug-
mentation still reaches values of 20% above the unblown case.

Heat transfer augmentation at large pitch ejection ofs/D55
~Fig. 5~b!! is much lower than in thes/D53 standard case. The
locally resolved heat transfer results@1# already showed that sur-
face areas of augmented heat transfer are closely confined to the
hole centerline region, because of the missing jet interaction. The
values of the heat transfer augmentation range from below 5% for
smaller blowing rates, to a maximum value of 18 percent at the

highest examined blowing rate. Most of the curves exhibit a maxi-
mum very close to the ejection location as expected from the
missing adjacent coolant jet interaction. They fall back to unity at
aroundx/D540 to 50. Only atM50.85 where jet lift-off is ini-
tiated, lower values are found close to the ejection location, while
the maximum is located aroundx/D520.

Turbulence Effects. The flow conditions of the heat transfer
experiments are deliberately adjusted to low turbulence levels.
Enhanced heat transfer levels caused by high background turbu-
lence that could cover the coolant jet effects should be avoided.
However, the elevated turbulence influence can be estimated from
the mechanisms of coolant jet mixing and cooling film develop-
ment detailed in the present study. It is expected that a situation of
dominating jet in crossflow mixing is significantly affected by
enhanced hot gas turbulence. Jet spreading should be accelerated
and increased hot gas entrainment and turbulent viscosity should
damp the development of intense counterrotating coolant jet vor-
tices. These assumptions are confirmed by the locally resolved
results of the effectiveness@1#. They suggest a lower overall aug-
mentation of the heat transfer over the already enhanced unblown
level, due to the less pronounced coolant jet structures. Normal
and/or small pitch ejection at higher blowing rates induce flow
situations of intense adjacent jet interaction and mixing. Here the
ejection dominates the local turbulence level, and the hot gas tur-
bulence should have a minor impact on the resulting heat transfer
augmentation. Results of Burd et al.@21# confirm that the struc-
ture of such coolant films is merely influenced by the elevated
turbulence environment.

Results of the Heat Flux Reduction
The intention of ejecting large amounts of coolant, of course, is

to achieve intense film cooling by best possible surface coverage.
Reviewing the effectiveness results@15# confirms that it indeed is
possible to produce high overall effectiveness by the excessive use
of coolant. The present results of the heat transfer measurements
indicate that configurations causing the highest heat transfer aug-
mentation in general coincide with those configurations yielding
the best overall effectiveness. Obviously, it is necessary to com-
bine the measurements of both parameters to determine the wall
temperature governing the heat flux reduction. Only a comparison
based on the heat flux reduction allows for a final decision for one
of several competing ejection configurations. The results of the
present study offer the unique possibility of combining effective-
ness and heat transfer from measurements at identical flow condi-
tions on a very broad database. Locally resolved results of the heat
flux reduction are obtained, but are mostly very similar to the
local effectiveness distribution. This is typical for ejection at mod-
erate blowing rates where only a gradual heat transfer augmenta-
tion takes place. The heat flux is governed by the local effective-
ness under these conditions. Emphasizing on the quantitative
prediction by means of design tools, the lateral mean values of the
heat flux reduction over the down-stream length are discussed.

Sen et al.@22# introduced the concept of the net heat flux re-
duction~NHFR! to evaluate film cooling in terms of its wall heat
flux effect

NHFR512
qw

q0
(10)

Best cooling is achieved for large values of NHFR, indicating
maximum reduction of the heat flux into the film cooled wallqW
compared to that without cooling filmq0 . Using the definitions of
the heat flux into the cooled and the uncooled wall leads to

NHFR512
hf

h0
~12hu! (11)

Given the values of the heat transfer augmentationhf /h0 and the
effectivenessh, NHFR is obtained for a preset, dimensionless
wall temperatureu. The flaw of this approach is the possibility of

Fig. 5 Effect of the hole spacing on the heat transfer augmen-
tation
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generating arbitrary NFHR values by presetting of the a priori
unknown wall temperature. Comparing results of different experi-
mentalists may become virtually meaningless considering this
possibility of NHFR tuning.

The way out of this dilemma is to regard the heat transfer all
through the cooled wall to the internal coolant flow~Fig. 6!.
Given identical internal flow situations with and without ejection,
the heat transfer coefficienthW from the wall surface into the
backside coolant is invariant. Furthermore, assuming a dominant
wall normal heat flux component, the heat flux reduction in anal-
ogy to Eq.~10! is given by

Q512
hf tot~TAW2TC!

h0 tot~TG2TC!
512

hf~hW2h0!

h0~hW1hf !
~12h! (12)

Unknown is hW , depending on the local part geometry and
backside cooling characteristic. It still is imperative to determine
the locally specific heat flux to get the accurate and also locally
specific result of the heat flux reduction. However, it is possible to
estimatehW to a fraction of the unblown external heat transfer
coefficienth0

hw5qh0 (13)

Introducing this assumption yields

Q512
~11q!~hf /h0!

q1~hf /h0!
~12h! (14)

Actual designs aim to meet the distribution of the external heat
loads by the intensity of the internal cooling. Assuming a constant
factor q, on basis of a 1-D approach as sketched in Fig. 6 should
result in a good initial guess for the wall temperature distribution.
This handy equation gives a reasonable estimate of the heat flux
reduction of typical applications and assists the comparative
evaluation of the total effects of film cooling. For both reasons of
simplicity and to match the present experimental situation, a value
of q51 was used in this study.

Effect of the Density Ratio. Figure 7 compares heat flux
reduction results of the typical geometry of shallow angle ejection
and standard hole spacing for low~Fig. 7~a!!, and high~Fig. 7~b!!
density ratios. As mentioned before, the downstream distributions
of the lateral mean values of the heat flux reduction are very
similar to the effectiveness distributions. The curves appear some-
what roughened compared to effectiveness curves due to the
roughness of the heat transfer data. An optimum cooling effect in
terms of the enclosed area becomes much more obvious from the
heat flux reduction curves than from the effectiveness curves. The
decay of the effectiveness at high blowing rates due to lift-off is
amplified by the simultaneous rise of the heat transfer coefficient.
At low blowing rates, the high effectiveness peak close to the
ejection location~see @15#! is also put into perspective by the
augmented heat transfer values in that area. As a result, the benefit
of moderate blowing rates is pronounced.

Optimum overall heat flux reduction is obtained atM50.6 for
low density ratio andM50.85 at high density ratio. This differs
from the optimum overall effectiveness observed atM50.7 and

M51.0, respectively. The optimum of the heat flux reduction can
be related to the velocity ratio. Best ejection conditions for the
actual geometry correspond to a velocity ratio ofU50.5. The
maximum heat flux reduction obtained is about 35% close to the
ejection and 10 to 12% downstream, gradually increasing with
density ratio. At higher density ratios, more coolant has to be
ejected for optimum cooling.

At high blowing rates, the cooling effect upstreamx/D540 to
50 is gradually decreasing due to the high heat transfer values.
Blowing rates ofM51.7 and beyond yield heat flux reductions in
the order of 2 to 5%, indicating that a large amount of coolant is
ejected without any beneficial effect. Only the decay of heat trans-
fer and a simultaneous formation of a closed cooling film due to
adjacent jet interaction assists heat flux reduction far downstream.
A rise towards a 10% level atx/D560 to 70 can be observed.

Effect of the Ejection Angle. With steep angle and normal
ejection, as displayed in Fig. 8 for a engine like high density ratio,
the effect of the adjacent jet interaction becomes more pro-
nounced. Along the film-cooled surface, the areas of dominating
single jet in crossflow mixing and adjacent jet in crossflow inter-
action downstream can be clearly distinguished. For the steep
angle ejection Fig. 8~a!, the adverse effect of a rising blowing rate
can be observed upstreamx/D530 for lower blowing rates with a
shift to x/D550 for high blowing rates. For normal ejection, a
distinct crossing point of all curves is present atx/D518. It ob-
viously separates the single jet dominated region close to the ejec-
tion from the film flow dominated region downstream~Fig. 8~b!!.
The steep angle ejection features an optimum cooling situation at
a blowing rate of aboutM51.0. In agreement with measurements
at the same geometry but lower density ratios, the velocity ratio of
U50.55 represents the optimum flow condition. The optimum is
less pronounced than for shallow angle ejection. At normal ejec-
tion, no optimum cooling configuration can be determined. For
this ejection situation, the coolant mass flow has to be adjusted
according to the downstream position where the heat flux reduc-
tion is needed. A particular effect is the downstream coordinate

Fig. 6 Heat transfer through the diabatic wall

Fig. 7 Effect of the density ratio on the heat flux reduction
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independent heat flux reduction at a 10% level atM51.2. It oc-
curs for standard hole spacing and independent from density ratio.
Negative values of the heat flux reduction, i.e. heat flux augmen-
tation, are found at locations upstream ofx/D510 for the highest
examined blowing rate at normal ejection. They indicate, in fact,
an additional heat load of up to 10 percent on this surface area due
to coolant ejection.

Effect of the Hole Spacing. Figure 9 shows the results of
small pitch and large pitch ejection at typical shallow ejection
angles and engine like high density ratios. Note that the scale of
the small pitch ejection is twice the scale of the large pitch ejec-
tion. At a hole spacing ofs/D52 ~Fig. 9~a!! the heat flux reduc-
tion is monotonically increasing with blowing rate over most of
the regarded downstream length. This documents the dominance
of the adjacent jet interaction at small pitch resulting in stable
cooling films. In contrast to the findings at larger hole spacings,
the heat flux reduction is especially high at high blowing rates.
Only upstream ofx/D510 a considerable decrease of the heat
flux reduction peaks due to the jet in crossflow typical lift-off
effect is found. With the exception of the near vicinity of the
ejection position a virtually constant level of almost 30 percent is
attained at high blowing rates. However, the blowing rate propor-
tional increase is stagnating beyondM51.7. This effect can be
attributed to the massive increase of the heat transfer coefficients
at very high blowing rates of this configuration~see Fig. 5~a!!. At
lower density ratios this plateau level is already reached for lower
blowing rates, suggesting an optimum cooling effect at a velocity
ratio of U50.7. At ejection conditions of steeper angles and small
hole spacing, such a plateau is not recognized within the exam-
ined range of blowing rates. Therefore, a distinct optimum can not
be identified.

The large pitch ejection, Fig. 9~b!, displays a completely differ-
ent behavior. The almost purely jet in crossflow structured situa-
tion obviously exhibits optimum cooling conditions at a blowing
rate ofM50.85. At lower density ratios the optimum is shifted to
lower blowing rates, indicating most favorable flow conditions at
U50.45. The maximum heat flux reduction at these optimum

conditions is 20% close to the ejection, falling back to 10% at
downstream distances ofx/D530 to 50. High blowing rates cause
a severe degradation of the heat flux reduction. AtM52.5, the
overall heat flux reduction from coolant ejection is zero, with a
tendency towards negative values upstream ofx/D530. The
alarming outcome is that coolant ejection at such conditions
makes no sense and does not yield any film-cooling effect at all.
Besides the ejection inherent efficiency loss of the thermodynamic
process and supplement deterioration of the aerodynamic perfor-
mance due to flow perturbation, there is even a sever potential of
creating additional heat load on the affected surface.

Correlation of the Heat Transfer Coefficient
To enable the required prediction of the heat flux reduction as

discussed above, a correlation of the heat transfer coefficients is
imperative. It should be given by a set of empirical equations with
the ejection parameters as variables according to the effectiveness
correlation presented in the companion paper@15#. Existing ap-
proaches for heat transfer coefficients from slot ejection can assist
in characterizing the complex flow from discrete hole ejection. In
the literature various correlations for the slot situation are docu-
mented~e.g., Hartnett et al.@23#, Metzger et al.@3#, Forth and
Jones@24#!. Studies of Seban@25#, Jabbari and Goldstein@26#,
and Bittlinger et al.@27# show the importance of the ejection ve-
locity to the heat transfer coefficient. A decay of the heat transfer
effects with downstream distance results from the wall jet flow
character of a slot ejection with velocity overshoot or deficit.

The heat transfer distributions from discrete hole ejection rely
on much more complex flow patterns requiring more sophisticated
descriptions. Approaches are available from, e.g. Metzger and
Fletcher @4#, Forth et al.@8#, or Ammari et al.@18#. Those ap-
proaches share the constraint of limited applicability with respect
to geometry and flow conditions. They have in common that a
very high peak of the lateral mean value of the heat transfer co-
efficient at the ejection position is followed by an exponential
decay downstream. However, the near vicinity of the ejection lo-
cation is explicitly excluded from the prediction. From detailed

Fig. 8 Effect of the blowing angle on the heat flux reduction
Fig. 9 Effect of the hole spacing on the heat flux reduction
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results of Goldstein and Taylor@28# it is known that no extreme
peaks but well defined maxima of the heat transfer coefficient are
present at the ejection location. This finding, as well as the effects
of all geometrical and flow parameters examined, need to be in-
cluded in the new correlation.

As mentioned earlier, the curves of laterally averaged effective-
ness from the present study~see@15#! are smoother, due to less
uncertainties caused by the evaluation process. The heat transfer
behavior is more difficult to characterize from the comparatively
rough curves and the correlations, therefore, are more general than
those for the effectiveness. Nonetheless, the database exploited is
by far the broadest in the open literature and offers the unique
opportunity of a complete description of all dominating parameter
effects and their interactions. In the same way as for the effective-
ness a functional relation has to be generated of the form

hf*

h0
5 f ~z! (15)

The required function features coefficients and reference values
that have a physical meaning and depend on the ejection param-
eters

conefficients5 f S M ,P,a,
s

D D (16)

The coefficients must fit the measured distributions. They need to
interpolate sampling points, given by the examined ejection pa-
rameter matrix, and they have to exhibit a good-natured behavior
at the edges of the parameter ranges. The coefficient functions,
however, have no physical interpretation. They are the result of
curve fit procedures and given in the appendix.

As for the effectiveness, the assumption of exponential decay
laws suggests double logarithmic scales for a systematic descrip-
tion of the heat transfer characteristic. Figure 10 shows the results
of three sets of measurements with different geometry in this way.
The extreme of a small pitch normal ejection with very pro-
nounced adjacent jet interaction displays a very intense heat trans-
fer that is confined to an area upstream ofx D520 ~Fig. 10~b!!.
The results of this situation also confirm that the heat transfer is
not increasing arbitrarily with the blowing rate. A maximum level
is attained at blowing rates of aboutM51.7. For higher blowing
rates the heat transfer is sagging, indicating a change in the flow
character that is not structured by individual jets any more~see
@1#!. Taking Fig. 10~b! as a reference, it can be seen that a de-
crease of the ejection angle, Fig. 10~a!, as well as an increase of
the pitch~Fig. 10~c!! result in a downstream extension of the high
heat transfer area. This confirms the observations made with dif-
ferent ejection angles and pitch as discussed earlier. An increase
of the pitch typically has a less pronounced effect. The values are
back to unity at aboutx/D540 in Fig. 10~c!, while they stay at an

elevated level up tox/D580 in Fig. 10~a!. Some dependences of
this downstream extension on the density ratio are observed, being
neither systematic nor very pronounced. Therefore, a scaling of
the downstream distance by a geometry depending parameter is
formed

z5S x

D D «

(17)

The geometry dependent scaling exponent« is expressed as

«51.220.05
s

D
1S s

D
24D cos 1.5a

10&
12.91~sin 1.38a20.99!

3F s

D
21.7

11S s

D
21.7D 220.277G (18)

All the curves scaled in this way feature high levels of heat
transfer close to the ejection position with a distinct maximum.
Downstream the decay of the heat transfer augmentation can be
described with sufficient accuracy by a straight line on the double
logarithmic scale. The straight line intersects with a unity value
line, indicating the unblown base level, at a positionz0 ~see sketch
in Fig. 10~b!!. The behavior of this descending part of the heat
transfer curve can be described by

hf*

ho
5

hf

h0
S z

z0
D m

F11S z

z0
D mnG1/n (19)

The positionz0 was found to depend mainly on the ejection angle
a

z05452250 cosa (20)

Within Eq. ~19! m denotes the slope of the straight line. Figure 10
reveals a coolant flow dependent individual slope of the curves
from one set of measurements. The best approach form is found
as a function of the blowing rate weighted with density ratio, both
scaled depending on the geometry

m5m0Mm1Pr
(21)

The functions for the scaling and weighting coefficientsm0 , m1 ,
and r, are defined as

m05~2.2221.48 cos0.28a!@0.02711.35e2~1.610.5 sin 2a!s/D#
(22)

Fig. 10 Lateral mean values of the heat transfer augmentation on double logarithmic scales
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m150.6F 11
2.0811.47 cos 1.5a

110.172S s

D
22.5D 2G (23)

r 512
cos 1.5a

&
(24)

The transition from the augmented heat transfer to the unblown
base level is described by the constantn within Eq. ~19!. It char-
acterizes how close the resulting curve leans to the straight line
slope and the unity value atz0 with

n550 (25)

Additional care is given to the description of the breakdown of the
flow situation, as seen in Fig. 10~b! for blowing rates beyondM
51.7. Accordingly, Eq.~19! is extended by a reduction factor to
form

hf* 8

h0
5g

hf*

h0
(26)

To obtain unityg except for small pitch normal ejection,g be-
comes a function of the slopem and the scaled downstream length

g512
~2.1m!4

12S z

0.6z0
D 7 (27)

To evaluate the accuracy of the new correlation versus measure-
ment data, all results are normalized using Eqs.~19! and ~26!,
reducing the downslope part of the curves to the unity unblown
base value. In Fig. 11 the normalized and scaled curves are re-
solved into data points and gliding RMS valuess over the down-
stream distance parameter are indicated. As expected, the data
scatters close to the constant value of one, with an overall RMS
deviation of 3.8% within the indicated range ofz.

As mentioned before, the measurements exhibit a distinct maxi-
mum upstream of the exponential slope. This part of the curves is
not described by the normalization as represented by Eqs.~19!
and~26!. Therefore, the normalized values are over-corrected up-
stream of aboutz55 and drop below unity. From Fig. 11 it be-
comes obvious that the scatter band still highlights a particular
path, as indicated by the fit curve, that can be described by

hf* 8

h0
5

S z

5D m

F11S z

5D 30mG1/30 (28)

The fit curve shown in Fig. 11 is drawn as dashed line to indicate
that the term depending on the slopem results in an individual
curve for each ejection situation. Using Eq.~28! to compensate
the described over correction near the ejection location yields rea-
sonable heat transfer coefficients in the close vicinity of the ejec-
tion. The calculation procedure of reproducing a heat-transfer dis-
tribution from an arbitrary set of describing parameters is
explicitly presented in the appendix.

Conclusions
Downstream distributions of the lateral mean values of the heat

transfer coefficient are determined from high-resolution local ther-
mographic measurements of the diabatic film-cooled wall. The
quantitative discussion of the heat transfer results reveals system-
atic impact of the ejection parameters on the heat transfer aug-
mentation. The typical finding is a downstream length scaling of
the augmented heat transfer region with the ejection angle and an
increasing heat transfer with decreasing hole spacing. Based on
these findings, a new correlation for the heat transfer coefficient
augmentation is presented. It applies for a wide range of ejection
parameters and the complete downstream distance, without any of
the typical constraints and exceptions. It employs a large base of
realistic temperature ratio measurement data at variable property
flow conditions. Unique in the open literature, these flow condi-
tions are completely consistent with those of corresponding effec-
tiveness measurements and the according effectiveness correlation
@15#. The combination of both correlations define convective heat
transfer boundary conditions in the presence of film cooling as a
powerful design tool for wall temperature analyses.

A new approach for the heat flux reduction is developed to
evaluate the total film cooling effect on the heat flux balance at the
cooled wall, prior to a specific component FE-analysis. Different
to the known model of NHFR, this new approach does not depend
on an arbitrary value of the temperature ratiou, i.e. a preset wall
surface temperature. This model enables the derivation of the heat
flux reduction due to coolant ejection. The actual heat flux reduc-
tion is derived by combining the heat transfer coefficients with the
adiabatic film cooling effectiveness distributions measured at
identical flow conditions.

In agreement with the commonly shared expectations, the best
cooling potential is found at shallow ejection angles and moderate
blowing rates. The crucial advancement of this study is the precise
definition of optimum flow conditions for a lowest possible heat
flux, i.e., the optimum material temperature reduction. The flow
structure, and subsequently, the resulting surface impact, is most
closely related to the velocity ratio. The optimum conditions at
typical ejection situations of shallow ejection angles and a hole
spacing ofs/D53 exist at a velocity ratio ofU50.5. The hole
pitch influences this optimum velocity ratio, resulting in higher
values ofU50.7 for s/D52 and lower values ofU50.45 for
s/D55, respectively. Steep ejection angles promote the interac-
tion of adjacent coolant jets and shift the optimum velocity ratio
to higher values.

The results clearly demonstrate that ejection at high blowing
rates has to be applied very carefully. If high blowing rates are
employed and a small pitch can not be realized, steeper blowing
angles may yield a heat flux reduction superior to shallow angle
ejection. High blowing rates always have the potential of creating
additional heat load onto the surface, i.e., surface heating instead
of the intended surface cooling. Such additional heat load occurs
right there, where the most intense cooling is intended, directly
downstream of the ejection location.
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Nomenclature

cp 5 thermal capacity
D 5 ejection hole diameter, m
h 5 heat transfer coefficient, W/~m2K!
I 5 momentum ratio, (ru2)C /(ru2)G
L 5 ejection hole length, m
M 5 blowing rate, (ru)C /(ru)G

m, m1 5 correlation coefficients
NHFR 5 net heat flux reduction, Eq.~11!

n, r 5 correlation coefficients
P 5 coolant to hot gas density ratio,rC /rG

Pr 5 Prandtl number
q 5 heat flux, W/m2

Re 5 Reynolds number
St 5 Stanton number
s 5 ejection hole spacing, m
T 5 temperature, K

Tu 5 turbulence intensity
U 5 velocity ratio,uC /uG
u 5 velocity, m/s
x 5 streamwise coordinate, m
a 5 blowing angle

d1 5 displacement thickness of the boundary layer, m
«, g 5 correlation coefficients

h 5 film-cooling effectiveness, Eq.~3!
Q 5 heat flux reduction, Eq.~14!
u 5 dimensionless wall temperature, Eq.~1!
q 5 wall heat transfer factor, Eq.~13!
r 5 density, kg/m3

z 5 downstream distance parameter, Eq.~17!

Subscripts

0 5 without ejection, reference values
AW 5 adiabatic wall

C 5 coolant
f 5 cooling film

G 5 hot gas
s 5 starting length

tot 5 total
T 5 turbulence dependent
W 5 wall

Superscripts

8 5 modified approach
* 5 normalized
¯ 5 laterally averaged

Appendix
In the following an example is given for the evaluation of the

lateral mean heat transfer augmentation from the presented corre-
lation. Since the employed coefficient functions cannot be physi-
cally interpreted, numerical values are stated to enable a verifica-
tion of the correct implementation.

Correlating the Heat Transfer Augmentation From the
Ejection Parameters. The example refers to the same ejection
situation as the according effectiveness correlation example within
the companion paper@15#, with parameters as stated in Table 2. A
spread sheet calculation was used to reproduce the equations and
all values are given to the according precision in Table 3.

A range ofz covering values of 1 to 100 is chosen for a useful
downstream distancex/D. Referring to Fig. 12, the values of the
specific lateral mean heat transfer augmentation are given by

h̄f

h0
5

1

g S z0

5 D m F12S z

z0
D mnG1n

F11S z

5D m30G1/30 (29)

Herein the straight line slopem, as indicated in Fig. 10, is ob-
tained by Eq.~21!, employing the coefficientsm0 , m1 , r, from
Eqs.~22!–~24!, andj0 , g, from Eqs.~20!, ~27!. Using coefficient
« from Eq. ~18! these values are plotted over

x

D
5z1/« (30)
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Combined 3-D Flow and Heat
Transfer Measurements in a
2-Pass Internal Coolant Passage
of Gas Turbine Airfoils
A study of the flow and heat transfer in a stationary model of a two-pass internal coolant
passage is presented, which focuses on the flow characteristic effects on the wall heat
transfer distribution. Results are given in the upstream fully developed region. Heat trans-
fer measurements were made with a transient technique using thermochromic liquid crys-
tal technique to measure a surface temperature. The technique allows full surface heat
transfer coefficient measurements on all the walls. Flow measurements were made with a
stereoscopic digital PIV system, which measures all three-velocity components simulta-
neously. The coolant passage model consists of two square ducts, each having a 20
hydraulic diameter length. The ducts are connected by a sharp 180 deg bend with a
rectangular outer wall. 45 deg ribs are mounted in a staggered arrangement on the
bottom and top walls of both legs. The height of the ribs is equal to 0.1 hydraulic
diameters. They are spaced 10 rib heights apart. The flow and heat transfer measurements
were obtained at one flow condition with an inlet flow Reynolds number, based on the
hydraulic diameter, of 50,000. The paper presents detailed measurement results of the
flow characteristics and of the heat transfer distribution in the upstream straight leg of the
passage and describes how the main and secondary flows influence the heat transfer
distribution in the fully developed regions of the channel.@DOI: 10.1115/1.1506176#

Introduction
For the design of gas turbine blades, a detailed knowledge of

the physical phenomena in the passage is necessary. To improve
the performance of the CFD codes, a validation of the predictions
is necessary, and detailed measurements of the flow structure
and heat transfer distribution in the passages are required for com-
parison.

Rib arrays inside an internal cooling channel are often used in
heat exchanger systems to enhance the heat transfer rate. When
ribs are oblique to the channel, the main flow can more easily
climb over the ribs and generate stronger secondary flow, as
shown in Schabacker@1#. Heat transfer characteristics have been
measured in 45 deg rib arrangement in literature. Several refer-
ences describe area averaged results performed mainly with ther-
mocouples~Mochizuki et al.@2# and Han@3#!. Correlations pre-
sented in Han@4# and Han and Chandra@5#, have been built in
single pass channel for several Re numbers and geometrical char-
acteristics. Detailed full surface heat transfer measurements are
also published. Some results are compared to flow measurements
in the vicinity of the walls~Wang@6#!. Rau@7# showed the impact
of rib pitch parameter in channels with a parallel 45-deg rib ar-
rangement. Studies of the flow characteristics in the coolant chan-
nels. Schabacker et al.@8# showed velocity~PIV! measurements
in the turn region of 2-pass coolant channels. Bonhoff et al.@10#
and Hermanson et al.@11# showed the capability of CFD codes to
simulate flow characteristics and heat transfer in ribbed channels.

Although detailed heat transfer measurements in coolant chan-
nels are available in literature, to the authors knowledge, the direct
combination of flow measurements and heat transfer distribution
in such ducts has not been described. In the present study, the
particle-image-velocimetry~PIV! measurement method was em-

ployed for the investigation of the flow field in models of a sta-
tionary two-pass coolant passage. The measurement error intro-
duced in high 3-D flows, can be avoided by using a stereoscopic
PIV setup. A stereoscopic digital PIV system, based on the angu-
lar displacement method, was used for the present investigation
~Schabacker and Bo¨lcs @12#!. This PIV system measures all three
instantaneous velocity components. Subsequently, an ensemble
average of the velocity data, in identical spatial windows, is cal-
culated to determine the mean and fluctuating velocity field.

Full surface heat transfer measurements were made on all the
outer walls of the channel. The transient liquid crystal technique
described in Wang et al.@13#, is suitable for full surface heat
transfer measurements in regions with high heat transfer gradi-
ents. Because in long test channels, the gas temperature is not a
perfect step, the Duhamel theorem was used to process the gas
temperature ~Ekkad and Han @14#!. The information was
processed with a full digital system as presented in Vogel and
Bölcs @15#.

This paper presents initial results from the Brite-Euram project,
for Internal Cooling of Turbine Blades~ICTB!. The main objec-
tive of Chanteloup and Bo¨lcs @16# was to present flow results in
the present configuration. The specific objectives of the present
paper are to determine and present the influence of the flow char-
acteristics on the heat transfer distribution in the fully developed
region of a 2-pass coolant channel with a 45-deg rib arrangement.

Experimental Setup

Test Facility. A sketch of the test section is shown in Fig. 1
and geometry characteristics are given in Table 1. Air was the
working medium and was supplied by a continuously running
compressor. The air enters the settling chamber with an inner di-
ameter of 600-mm via a 150-mm tube and a conical entrance
section with an angle of 30 deg. The settling chamber is equipped
with a combination of perforated plates, honeycombs and meshes
to reduce unsteadiness and swirl in the flow. A bell mouth entry
leads the air from the settling chamber to the test channel. The

Contributed by the International Gas Turbine Institute and presented at the Inter-
national Gas Turbine and Aeroengine Congress and Exhibition, Amsterdam, The
Netherlands, June 3–6, 2002. Manuscript received by the IGTI, October 29, 2001.
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settling chamber outlet is equipped with heaters for heat transfer
measurements. During the flow measurements, the heaters are re-
moved form the channel. A turbulence grid is placed downstream
of the heaters in both flow and heat transfer measurements to
reach the same turbulence level at the channel inlet.

The test section is a two-pass, cooling passage model of a gas
turbine blade. The flow path in the downstream and upstream
passages has a cross-section of 100* 100 mm2 with a correspond-
ing hydraulic diameter,DH5100 mm, and a length of 20DH . The
outer walls of the test section are made of 5-mm-thick extruded
Plexiglas to obtain good optical properties for the PIV experiment.
In the straight-corner bend, the clearance between the tip of the
divider plate and the outer wall is equal to 1Dh. The thickness of
the divider plate or web between the two passages is 0.2DH . The
tip of the divider plate is cylindrically shaped with a 0.1DH radius.
Square ribs with an angle of 45 deg to the passage centreline, rib
heights of 0.1 hydraulic diameters (e/DH50.1), and rib spacing
of 10 rib heights (P/e510) are mounted in a staggered arrange-
ment on the top and bottom wall of the passage. The ribs in the
bend region and the dimensions of the bend are shown in Fig 2.
Eighteen ribs are mounted on each of the top and bottom walls in
each of the upstream and downstream passages of the model
(18* 4).

A modular concept was chosen for the test section that allows
an easy exchange of the components. The total model test section
including the test section entrance is turned 90 deg around the
x-axis to obtain additional measurement planes without changing
the flow conditions in the passage. This allows an easy optical
access to the positions of interest for the PIV measurements.

Flow Conditions, Measurement Program, and Coordinate
Systems. The measurements were obtained with air as working
medium, at a flow Reynolds number of 50,000~corresponding to
a bulk velocity:Ub57.58 m/s), at the entrance of the test section.
The Reynolds number is based on the 0.1 m hydraulic diameter
with an air temperature of 18°C. Upstream of the test-rig, the
mass flow is measured by means of a 5864S Brooks flow meter
with a 1-percent accuracy. The turbulence level is approximately 3
percent at the model inlet. An experimental study was conducted
to assess the effect of varying test section orientation on the flow.
The small variations between the flow conditions are within the
measurement uncertainty and can therefore be neglected for the
experiments.

Static pressure measurements in the configurations have been
performed with a DRUCK LPM 5480 differential pressure trans-
mitter, with a 6N/m2-accuracy.

Detailed measurements of the flow structure in the passage
have been obtained in the bend, upstream (3DH) and downstream
(4DH) of the 180 deg bend. A total of 24 measurement planes
provided with nine hundred measurement points~30 by 30!, were
taken in the region of interest. Fifteen planes parallel to theY-axis
and nine planes parallel to theXZ-plane allowed to give a descrip-
tion of the 3-D flow field in the fully developed region. An inter-

Fig. 1 The internal coolant passage test facility and inlet re-
gion details

Fig. 2 Measurement sections. The symbols represent the
measurement lines „Y direction … that will be analyzed in the
next sections „Fig. 5 …—„a… data sets perpendicular to X-Y
plane, „b… data sets perpendicular to X-Z plane, „c… symbol de-
tails for velocity profiles

Table 1 The coolant passage geometry characteristic
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polation of all planes, based on an inverse distance algorithm,
allowed obtaining streamlines from measured data in the entire
volume, as shown in Fig. 1.

The definition of the coordinate systems in the test facility is
shown in Fig. 2. A Cartesian coordinate system is used for the
straight passages and a cylindrical coordinate system is used for
the bend region. The origin for both coordinate systems is set on
the bottom wall at the center of the rounded end of the divider
plate. In the Cartesian~X, Y, Z! system,X is defined as positive in
the streamwise direction of the flow downstream of the bend exit,
Y is defined positive vertically upwards in the horizontal test sec-
tion orientation, andZ is defined as shown.

Flow Measurements. Particle image velocimetry~PIV! was
chosen as a flow measurement technique. A homemade stereo-
scopic PIV system was used, which allowed to obtain the mean
velocity fields as well as the turbulence quantities in approxi-
mately a hundred planes in each test configuration.

Di-ethyl-hexyl-sebacate~DEHS! from TOPAS is used as light
scattering droplets for the PIV experiments. A DLR-made Aerosol
Generator using Laskin Nozzles generates 1–3-mm-dia DEHS
droplets. The droplets are injected upstream of the settling cham-
ber to guarantee a homogeneous seeding density in the test
section.

A 1.2-mm-thick light sheet that illuminates the particles is cre-
ated by a Quantel Twins B Nd-Yag double oscillator pulsed laser.
A plano-concave lens~230 mm focal length! combined with two
plano-cylindrical lenses~76.2 and 300 mm focal length! transform
the beam into the vertical light sheet.

The imaging system consists of two independent Kodak ES1.0
cameras, each having its own PC. A Nikon Nikkor 55 mm lens is
mounted on each camera. For a typical recording situation, the
cameras are placed with an oblique angle of 4.3 deg at a distance
of 0.7 m from the light sheet plane. The pulse separation time is
about 40ms. The frame grabber is an Imaging Technology PCI
frame grabber with 2 MB memory onboard. During the PIV mea-
surement series, 10 images are written in real time into the PC’s
RAM memory and subsequently saved on the hard disk. The au-
tomation of the process allows storing of 5000 frames per mea-
surement plane. The laser components~flash lamp and Q-switch!
and the cameras are triggered by 10 Hz TTL signals that are
dispatched to all the elements with specific delays.

The 3-D PIV measurements are obtained from the combination
of two 2-dimensional vector fields. From the processed vector
fields, the instantaneous three-dimensional velocity field can be
reconstructed. Matlab homemade reconstruction software was de-
veloped at the EPFL-LTT. With angular PIV systems, where both
cameras observe the light sheet from the same side, the corre-
sponding interrogation positions in the right and left images do
not match in general. Therefore, a calibration of the camera sys-
tem is performed which also corrects for the distortion of the
images in the lenses and the Plexiglas walls of the passage. In
order to obtain PIV measurements in the presented forms, the
statistical distribution of the velocity components is determined in
identical spatial windows from a series of instantaneous PIV mea-
surements. From these statistical distributions, the ensemble aver-
age is calculated to determine the desired mean-velocity field.

Heat Transfer Measurements. For the present study, tran-
sient heat transfer experiments were performed using liquid crys-
tals to determine the surface temperature. The transient technique
is well described in Wang@17#. The transient liquid crystal tech-
nique consists of monitoring the surface temperature evolution in
time with a step change in the gas temperature. Eleven fine, fast
response, mesh heaters were fitted to the duct inlet to produce the
step change in gas temperature. This heater comprises a mesh of
stainless steel wires, 40mm in diameter woven at a pitch of ap-
proximately 100mm, with an open area of 38%~see@13# for more
details!. The meshes were connected in series to the 10 kW power
supply ~256A, 40V!. Figure 3 shows a typical variation of tem-

perature with time in the test channel. At the inlet, the heaters
provide a step change in temperature of 75 and 99% of the total
temperature increase, in 0.4 and 0.6 s, respectively. The tempera-
ture distribution across the inlet section is constant with a spatial
variation of less than 3% of the total temperature step.

In the present experiments, the heat transfer coefficienta is
obtained by using the 1-D unsteady heat conduction equation, and
treating the wall material as ‘‘semi-infinite’’ which limits the al-
lowable measurement time. Vogel and Weigand@18# showed, that
the maximum allowable measurement time can be calculated from
tmax5L2/(0.25•L), where L is the model thickness andL the
thermal diffusivity of the model material. In the present study, a
5-mm-thick Plexiglas model was used to obtain good optical
properties for PIV experiments; the maximum allowable time is
t564 s, which is longer than the typical measurement duration of
38 s.

The transient heat transfer measurement method consists of
monitoring the surface temperature evolution by acquiring the
color signal of a liquid crystal coating applied on the test section.
By using a single layer of narrow-band thermo-chromic liquid
crystals~Hallcrest BM/R30.5C0.7W/C17-10!, the evolution of the
local surface temperatureTwall(y,z,t)5TLC is obtained from a
hue capturing technique. Several miniature color CCD cameras
mounted around the test section record the color change of the
liquid crystal coating. The video signal of each view is digitally
stored on DV~digital video! tapes. The use of the DV format
storage ensures precise color image signal restitution at constant
image frequency and without any noise generation. Video se-
quences of each camera are transferred subsequently to a com-
puter where the image processing and the data reduction are
performed.

The liquid crystals are painted directly on the channel inner
Plexiglas surface. A black paint coating covers the liquid crystals
to provide a good color background for image acquisition. A vali-
dation procedure was conducted to ensure that the black coating
doesn’t affect the quality of the results.

The 1-D transient conduction equation, with classical initial
conditions and boundary conditions on the test surface, is used to
obtain the nondimensional temperature at the convective bound-
ary surface

Twall~ t !2Ti

TG2Ti
512expa2L•t/l2

erfcS aAL•t

l
D (1)

The initial temperatureTi was measured in the Plexiglas model,
after a thermal balance was reached between the gas temperature
and the model outer surface temperature.

Fig. 3 Gas temperature increase at different XÕD locations for
heat transfer post processing
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Thermocouples were placed along the channel to measure the
gas temperature. They were located in the center of one of the
secondary flow vortex (Y50.67, Z50.43 in the upstream leg!.
Tests based on numerical simulations showed that at this cross-
section location, the gas temperature is closer to the bulk tempera-
ture than the centreline temperature, withuTmeasured2Tbulku,1°C
along the entire channel. The thermocouples were separated 1DH
from another in the region of interest. A linear interpolation of the
gas temperature inX direction was performed for every location
between the thermocouples.

The use of heater grids yields a double dependence of the gas
temperature on time andX-location ~see Fig. 3!. Downstream of
the inlet, due to heat exchange the temperature increase is no
longer a step. For a givenX, the gas temperature is an increasing
function of time~Ekkad and Han@14#!. It can be shown that, when
the gas temperature change can be expressed as series ofn
summed step functions, the Plexiglas surface temperature
Twall(t)5TLC is

Twall~ t !5TLC5Ti1(
j 51

n

~TG, j2TG, j 21!•F~ t2t j ! (2)

with

F~ t2t j !5H 12expa2L•~ t2t j !/l
2
erfcS aAL•~ t2t j !

l
D J (3)

An iterative procedure is used to determine the value of the heat
transfer coefficient from the above equations.

PIV Uncertainty Analysis. Schabacker et al.@8–10# demon-
strated the applicability of the presented stereoscopic PIV tech-
nique in details. Using the method of Bendal and Piersol@19#, the
mean value of the measured velocities is calculated by taking the
instantaneous velocity measurements of the sample, summing the
values, and dividing by the number of samples (N51250 per
measurement plane in the present study!

x̄5
1

N (
i 51

N

xi (4)

In a similar manner, a measure of the fluctuating velocities can
be obtained from the sample variance

s25
1

N21 (
i 51

N

~xi2 x̄!2 (5)

In the equationsx and s2 are thesample meanand sample
variance, respectively. The number of observationsN used to
compute the estimates is called thesample size. Using the method
of Bendat and Piersol@19#. The uncertainty for the mean velocity
values of the present measurements is of order of 1 percent with a
confidence level of 95%. The uncertainty of the mean velocity
depends on the normal stresses and as a consequence is higher in
regions where the turbulence level is high. The uncertainty level
of the normal stresses of the Reynolds tensor, with a confidence
level of 95%, is 8 percent of the normal stress values. The uncer-
tainty of the normal stresses depends only on the number of
samples and on the confidence level. Further details of the uncer-
tainty method are given in@10#.

Heat Transfer Uncertainty Analysis. The error in the heat
transfer measurements has been calculated considering the
method described in Ho¨cker @20#. It showed that the error can be
minimized by adjusting measurement parameters as the model
material and the dimensionless temperatureT5(TLC2Ti)/(TG
2Ti). In the present study, the heat transfer coefficients are of the
order of 20 W/m2K to 200 W/m2K. Using the method of Ho¨cker
@20#, this leads to optimum dimensionless temperatures between
0.2,T,0.4. Thus it was chosen to set the different temperature at
Ti'18°C, TG'70°C, TLC'32.7°C, in order to obtain an aver-

age dimensionless temperatureT50.28. The maximum error can
be estimated to68% on the heat transfer coefficient under the
assumption that the heat transfer coefficient is constant during the
experiment.

Results and Discussion
The objectives of the present paper are:

• to present complete flow and heat transfer sets of data in the
fully developed region of a 2-pass internal coolant channel,

• to relate the flow and heat transfer distributions in a coolant
channel with 45-deg ribs,

• to show how the vortex structure influences the heat transfer
distribution in the fully developed region of a 2-pass coolant
channel with 45-deg rib arrangements.

Flow Characteristics. A comparison of velocity components
in the developed flow region of a similar coolant passage was
presented by Bonhoff et al.@10#. The measurements showed that
the flow with a 45-deg rib arrangement differs from the flow in a
similar passage with a 90-deg rib arrangement@8#. With 90-deg
ribs, a developed flow condition in terms of mean velocity and
turbulent kinetic energy was achieved after 3 rib modules. The
flow in the passage with 45-deg rib arrangement requires a longer
development length; at least 8 rib modules are needed to achieve
a developed flow condition for the mean velocity components and
12 rib modules are required for the turbulent kinetic energy of the
flow. In the present configuration, 18 rib-modules are placed in the
upstream leg, to produce a developed flow field before the 180-
deg bend.

The velocity components downstream of the 16th rib module
are judged to be in a developed flow region.

Table 2 shows a comparison between the present channel fric-
tion factor and a correlation for 45-deg rib-arrangements pre-
sented in@4#. The correlation was extrapolated beyond Han’s test
range (0.047,e/DH,0.078). The result from the present study is
an average of measurements in the fully developed section of the
first leg. The Han correlation is 30% lower than the present re-
sults. Measurements and numerical simulations of Haasenritter
et al. @21# showed a friction factor approximately equal to that
measured in the present study. The differences with the Han@4#
correlation are thought to be due to geometrical differences be-
tween the test channels, especially the rib height and blockage
ratio.

It has been shown@16,8# that the vortices behind inclined ribs
move along the ribs and then join the main flow. This interaction
between main flow and rib-induced vortices causes a strong sec-
ondary flow motion in the passage leg. The secondary flow con-
sists of two counter-rotating vortices that drive fluid from the duct
center towards the web along the center plane and to the sidewall
along the ribbed walls as shown in Fig. 4. Note that the web is
placed on the right hand side of the figure.

It was shown in@16# that the secondary flow field impinges on
two main areas in the channel. Flow with velocity as high as
0.3Ub impinges on the outer wall at approximately one rib height
above the ribbed walls (Y50.15 andY50.85). Flow with lower
velocities (0.1Ub) impinges on the web among the center plane
Y50.5. The streamwise velocity characteristics in Fig. 6~b! show
three regions of high streamwise velocity. Two are located in the
secondary vortex core. The third is less obvious and is located
adjacent to the web, and limits the impingement velocity of the
secondary flow.

Table 2 Fully developed friction factor compared to Han †4‡
correlation
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The streamwise~U!, cross-stream~W! and normal (V) velocity
profiles at selected streamwise and cross-stream locations are
shown in Fig. 5. The streamwise locations are betweenX52.1
and 3.1 ~All the distances are normalized byDH). The cross-
stream locations are atZ50.4, 0.6, and 0.8. Note that the web
wall location is atZ50.1. Data from values ofY50.06 to 0.94
are plotted except at the rib surfaces where the closest value of has
a DY50.06. The measurement procedures with this PIV set of

optics has a probe dimension ofDY50.06. ForY values closer
than 0.06 to the wall, spurious results were obtained due to wall
light reflections.

The streamwise velocity profiles in Figs. 5~a2! and ~a3! have
two peaks at values ofY approximately equal 0.2 and 0.8. These
are attributed to the acceleration of the flow as it crosses the ribs
at Y50.1 and 0.9 for the ribbed walls, respectively. In the region
near the downstream wall,X50.8 ~Fig. 5~a1!!, the velocity pro-
files are close to a single shape. The velocity at the centreline is
near 0.9. The two peaks in the rib region are between 1.3 and 1.6.
The flow at the centerline of the passage,X50.6 andY50.5, also
has a streamwise velocity of approximately 0.9. The streamwise
velocities in the peak regions vary from 1.25 to 1.6 or more. This
large variation is attributed to measurement locations close to the
ribs, e.g.,X52.63. The streamwise velocities atZ50.4, have a
common minimum ofU51.07. The velocity profiles nearer the
walls vary depending upon streamwise location@10#.

The cross-stream velocity profiles~Figs. 5~b1!, ~b2!, ~b3!! show
a well-behaved increase in velocity as the fluid moves from the
web or upstream wall to the outer or downstream wall. The peak
velocities of 0.4 atZ50.4 increase to 0.65 atZ50.8.

The velocities normal to the ribbed walls~Figs. 5~c1!, ~c2!,
~c3!! have a more complex shape, which reflects the secondary
flow pattern caused by the ribs. The velocity directions near the
walls, e.g.,Y50.1 and 0.9 are compatible with the single large
secondary flow cell.

Figure 6 shows streamline pattern over and downstream a rib in
the 16th rib module. Data are extracted from measurement planes
normal to the ribs. The streamlines are plotted along the local
X8-axis. Due to reflection, no measurements are available in the
vicinity of the walls and ribs.

As Z8 increases from location 1 towards location 3, the recir-
culation cell evolves including the main stream flow above it, and
the stagnation point on the bottom wall. The vortex center moves
from both the downstream edge of the rib and the ribbed wall. The
recirculation cell size increases.

The vertical velocities atY50.06 are shown in Fig. 7 for the
same planes as in Fig. 6. The profiles are extracted from the plane
Y50.06, represented by dashed lines in Figure 6. Note that nega-
tive and positive velocities indicate impinging flow and motion
away from the wall, respectively.

As the flow moves along the rib from the web towards the outer
wall, the recirculation cell increases in size as it moves from the
downstream wall of the rib. The center location of the vortex,
characterized byV zero-values, are located atX850.11 in plane-1

Fig. 4 Streamwise and secondary flow motion in a fully devel-
oped flow cross section of a coolant channel with 45-deg rib
arrangement

Fig. 5 Velocity profiles in the 16th rib module, normalized by
Ub. See Fig. 2 for exact locations in the rib module. „a… over-
view of the graphs in the next figure, „b… velocity profiles.

Fig. 6 Streamline details in the vicinity of a rib.— „a… locations,
„b… location 1, „c… location 2, „d… location 3
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and atX850.19 in plane-3. The angle of the vortex centerline to
the ribs increases from 4 deg between plane-1 and plane-2, to 11
deg between plane-2 and plane-3.V minima, indicating impinging
velocity maxima, are shifted away from the rib. TheV minima
shift angle increases from 7 deg between plane-1 and plane-2, to
12 deg between plane-2 and plane-3. The length of the negative
velocity region, indicating the impinging area of the flow, also
increases as the flow moves towards the outer wall. The absolute
values of the impinging velocity decrease as the impinging area
increases.

The results presented in the previous section provide a set of
measurements that can be used to evaluate codes and turbulent
transport models in the developed flow region of a ribbed channel.
This flow in this region is as ‘‘periodic’’ as will probably be ob-
tained in most coolant channels. The data provide a good test for
codes to predict flow and heat transfer with various turbulence
models and wall approximations.

The upstream fully developed region extents fromX53.5 to
X50.5. The ribbed wall (Y50) and the outer wall (Z51.1) are
shown. Note that the view direction goes through the web, which
is not plotted here to clarify the figure. Streamlines extracted from
the full set of PIV measurements are plotted in Fig. 8; they were
chosen to start at several locations in order to identify character-
istics of the flow field in the fully developed region. The stream-
line color helps to distinguish the start location.

Streamlines plotted downstream of the ribs show the location
and size of the recirculation cell. In the rib-module-a, streamlines
~blue! start in the core of the recirculating cell, pointing at the
recirculating cell itself. In the rib-module-b, the streamlines~red!
start just above the upper rib surface; they go over the recirculat-
ing cell and underline the flow reattachment downstream of the
recirculating cell.

In the rib-module-a upstream corner between the rib and the
web, a recirculating cell starts. AsZ increases, the flow inside the
recirculating cell is directed along the rib with a convective ve-
locity of 1.2Ub . The flow develops into a vortex shape along the
rib; this is the rib-induced vortex typically mentioned in literature
on heat transfer with 45-deg rib arrangements. As also shown in
@1# and in Fig. 6, the vortex size is increasing as the distance to the
divider increases. The vortex center is directed in the streamwise
direction asZ increases, yielding in greater reattachment distances
from the rib downstream wall. Figure 8~b! in rib ~a! shows the
location of the vortex relative to the rib.

As the vortex is approaching the outer wall, the vortex strength
decreases and the streamlines impinge on the outer wall. The
streamlines from the bottom rib region are guided along the outer

wall up to Y50.5, and meet the flow coming from the top wall.
This-produces two counter-rotating cells already described in@16#
and shown on Fig. 4. The streamlines go as a sheet in the center of
the channel, towards the web. They reach the web 2DH down-
stream of the impact area on the outer wall.

The part of the flow located above the ribbed wall~green
streamlines!, between the reattachment line and the next rib, is
divided in two regions, separated by a line linking the web-
upstream rib corner and the outer wall-downstream rib corner. The
part of the flow located upstream of this line undergoes the vortex
influence and is directed towards the outer wall. This portion of
the flow impinges on the outer wall in the region 1.9.X.2.4,
Y,0.3. The part of the flow located downstream of the separation
line, undergoes the effect of the mainstream flow. This region is
characterized by low impingement. The flow is directed towards
the downstream rib, with velocities parallel to the ribbed wall.

The conclusion from these data is that the complex flow in-
duced by the 45-deg rib arrangement causes the development of a
secondary vortex behind each rib. The main source of the flow
characteristics in the straight legs is the vortex induced by the ribs.
This vortex structure must be accurately predicted to obtain accu-
rate local heat transfer simulations from the CFD predictions. The
previous sections give details that can be used to evaluate CFD
calculations.

Heat Transfer Measurements. Heat transfer measurements
were conducted in the same model to accompany the flow results.
Following are data and discussion on the heat transfer results in
the fully developed region~16th and 17th rib module!.

Figure 9 shows the heat transfer distribution in the 16th and
17th rib modules, located at 3.5.X.1 in the upstream leg. Two
walls are shown, the bottom and the outer walls Nu/Nu0 contours
are plotted, where Nu0 is the Dittus-Boelter correlation value for a

Fig. 7 Velocity profiles downstream of a rib normal to the bot-
tom wall „see Fig. 6 for exact location …

Fig. 8 3-D streamlines in the near bottom wall region— „a… up-
stream fully developed streamlines; 3-D view, „b… X-Z plane
view, „c… view normal to the upstream ribs
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smooth channel: Nu050.023•Re0.8
•Pr0.4; in the present study,

Nu05114.5. The periodic heat transfer distribution from rib to rib
shows the region’s near fully developed. Small differences may
also be attributed to the presence of the turn (1DH downstream!.

On the ribbed wall, four regions can be identified in the rib-
module heat transfer distribution. Along the upstream rib, an area
of high heat transfer occurs. The Nu/Nu0 ratio decreases from the
web towards the outer wall. The maxima values~up to six times
Nu0), are located between 0.1 to 0.2DH from the rib downstream
wall. The angle of the maxima line to the rib is approximately 14
deg. Next to the outer wall, another region of relatively high heat
transfer occurs; Nu/Nu0 values reach 2.5. A similar region is lo-
cated next to the downstream rib. Between these three regions, in
the rib-module center, low heat transfer occurs: The Nu/Nu0 val-
ues are between 1 and 1.5, which are almost the same as in a
smooth channel.

On the first side wall where the vortex impacts, two regions are
clearly detectable. A region of high Nu/Nu0 values is located at
mid distance between the ribs. It is 0.5DH long and occupies the
space 0.3.Y.0 on the outer wall. Nu/Nu0 values are over 3 in
this region. Small differences occur near the top wall due to the

channel geometry. Around the channel center plane (Y50.5),
heat transfer is lower with Nu/Nu0 values between 1 and 2.

Results on the same walls were presented in@7# with a directly
opposing 45-deg rib arrangement. The distribution was similar to
the present study on the bottom wall with the same order of mag-
nitude of Nu/Nu0 . On the outer wall, some differences between
the present results and@7# occurred due to the symmetric, instead
of the staggered rib arrangement in the present experiments.

Due to optical access restrictions, measurements on the web or
second side wall weren’t obtained in the first leg of the model.
However, measurements were taken 10DH downstream of the
bend in the second leg of the model. The rib arrangement in the
configuration is such that the web of the upstream leg and the
downstream outer wall of the second leg, have a similar position,
compared to the channel flow field. The ribbed wall heat transfer
distributions in Figs. 9 and 10 are very similar and@16# showed
that atX54, the flow has almost reached fully developed condi-
tions. Thus measurements on the outer wall in the second leg~Fig.
10! are representative of the upstream web heat transfer.

The differences between the side walls in Figs. 9 and 10 outer
walls are noticeable. The heat transfer levels are much higher on
the wall where the vortex, behind the ribs, impinges. Two regions
are present: A low heat transfer region is located near the ribbed
walls, with values 1,Nu/Nu0,1.5. Around the centerline, a re-
gion of higher heat transfer values occurs (1.5,Nu/Nu0,2).
Note that in Table 3, the downstream outer value is identified as
Sts web.

Fig. 9 2-D view heat transfer distribution on the bottom and
outer walls in the fully developed region

Fig. 10 2-D view heat transfer distribution on the bottom and
outer walls. 10 DH downstream of the bend

Fig. 11 Combined heat transfer distribution and streamlines in
the vicinity of the bottom and outer walls: 3-D view

Fig. 12 Combined heat transfer distribution and streamlines
in the vicinity of the YÄ0.5 plane and web: 3-D and 2-D views
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Rau @7# also noted big differences between both smooth walls
in its configuration. The 45-deg rib arrangement leads to high
inhomogeneous heat transfer between all channel walls; ribbed
walls area-averaged values are 25 and 40% higher than the outer
and web walls, respectively. The conclusion is that the rib-induced
flow has a great impact on the heat transfer distribution, between
the ribs on the ribbed walls, and on the sidewalls.

Table 3 gives values of area-average Stanton number. Measure-
ments were normalized by the projected area to compare with the
correlations.Str, Sts outerandSts webrepresent the ribbed wall,
outer and web walls area average Stanton numbers respectively.
Note that smooth wall values were obtained as the mean value of
both smooth walls@4#. Present heat transfer results and correla-
tions are in good agreement, taking into account the measurement
and correlation uncertainties~68% and 610%, respectively!,
and the blockage ratio differences between@4# and the present
geometries.

Combination of Flow and Heat Transfer Measurements.
3-D-views of the flow streamlines superimposed on the heat trans-
fer distribution are shown in Figs. 11 and 12. Note that for read-
ability reasons, only seven Nu/Nu0 contour values are plotted.
This combination shows the strong influence of the rib-induced
secondary flow on the heat transfer. Regions of high Nu/Nu0 val-
ues can be explained by the shape and location of the rib-induced
vortex. In Fig. 11, the streamlines of Fig. 8~b! are superimposed
on the heat transfer distribution of Fig. 9. Note that the symmetri-
cal channel geometry, which yields to two separate flow regions
placed around theY50.5 plane, yields a symmetrical heat transfer
distribution in the two channel regions:Y,0.5 andY.0.5.

Near the web behind the rib, the vortex begins in the region of
highest heat transfer, up to six times the smooth channel Dittus-
Boelter correlation value. The vortex develops along the rib, it
coincides on the bottom wall with the U-shape high heat transfer
area behind the rib. The reattachment zone corresponds to the high
heat transfer region on the bottom wall. The varying reattachment
length leads to a high Nusselt number region at 30-deg angle to
the streamwise direction. This corresponds to the angle of the
maximum impinging velocity shown in Fig. 7. The decrease of the
impinging velocity leads to a negative Nusselt number gradient in
theZ direction. As the vortex impinges on the outer wall, another
region of high heat transfer occur, yielding a high heat transfer
area on the sidewall (Nu/Nu0.3 for Y,0.3). Around theY
50.5 plane on the outer wall, velocity vectors are away from the
outer wall ~Fig. 4!, which leads to a low heat transfer region.

Part of the flow, which is not directed in the rib-induced vortex,
remains parallel to the walls. It induces lower heat transfer regions
on the walls. The flow passes over the recirculating cell in the
upstream rib vicinity, and goes towards the bottom wall in the
middle of the rib-module. It induces a region of low Nusselt num-
ber. Nu/Nu0 values reach 1, which indicates that the heat transfer
coefficient is approximately the same as in a smooth channel.

Figure 12 shows the same region with the heat transfer results
of Fig. 10 and with streamlines plotted from the center of the
channel. These streamlines are not previously shown. They are
representative of the part of the flow that goes towards the web in
the middle of the channel around theY50.5 plane~see Fig. 4!.
Two 2-D views are added to Fig. 12 to identify the streamline 3-D
locations ~along X-Y and X-Z planes!. The streamlines do not

show any vortex in the middle of the channel. The flow crosses
the channel as sheets parallel to the ribbed walls. The flow is
smoothly directed towards the downstream direction by the main-
stream motion. The impact on the web is weaker than on the outer
wall. This explains the relatively low heat transfer coefficient on
the web shown in Fig. 10; Nu/Nu0 values between 1 and 2 in the
web center part.

Conclusions
Three-dimensional velocity measurements and heat transfer

measurements were obtained in a two-legged blade coolant pas-
sage model with ribs orientated 45 deg to the passage. The model
length, the rib locations and the geometry of the web between the
coolant passage legs was more representative of aero or land-
based gas turbine cooling designs than previously available geom-
etries. The results from these flow and heat transfer measurements
were combined, to show the impact of the flow field on the heat
transfer distribution in the fully developed region of a 2-pass in-
ternal coolant passage. The measurements provide data to com-
pare with CFD predictions, to evaluate mesh strategies, turbulence
or wall treatment models.

Measurements in the developed flow region show details in the
three velocity profiles. The measurements showed the tendency of
the streamwise and cross-stream velocities to be similar for vari-
ous streamwise locations at the same cross-stream location. The
two secondary vortices in channel cross sections are due to the
interaction of the rib-induced and the mainstream flows. A sec-
ondary motion divides the flow along the channel into two sepa-
rate regions. The flow in the two halves (Y,0.5 andY.0.5) is
constrained to remain in the same region along both straight legs.

A rib-induced vortex develops downstream of the ribs, im-
pinges on the outer wall along the bottom wall, flows towards the
top wall along the outer wall forY,0.5, and goes back towards
the web along theY50.5 plane. As the vortex develops along the
rib, the vortex size increases, and the center moves from the rib
and from the ribbed wall.

Ribs at 45 deg increase the average heat transfer gradients.
Several regions of different heat transfer levels are identified on
the ribbed and sidewalls. The ratio of high to low Nu numbers
goes up to 6 in the U-shaped heat transfer distribution downstream
of the ribs. High heat transfer gradients occur between the four
channel walls in the area-averaged values between the walls
~Table 3!, which are required to cool the expected walls. Gradients
also occur in the heat transfer distributions on each wall surface,
which causes high temperature gradients and thermal stresses in
the blade.

The complex phenomenon of the vortex and mainstream flow
combination, which governs the heat transfer distribution in the
straight legs of the coolant passage with inclined ribs have been
connected from the combined flow and heat transfer measure-
ments. The impinging velocity induced by the vortex, and more
generally by the secondary flow, are strongly linked with the re-
gions of high heat transfer. The present work provides results to
understand how to use the secondary flow and especially the in-
clined rib-induced vortex, in order to reduce the high heat transfer
gradients on the channel walls.
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Nomenclature

X 5 Cartesian coordinate in axial duct direction
Y 5 Cartesian coordinate in cross duct direction
Z 5 Cartesian coordinate in horizontal duct direction
U 5 mean velocity component inx direction

Table 3 Fully developed area average Stanton numbers com-
pared to Han †4‡ correlation
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V 5 mean velocity component iny direction
W 5 mean velocity component inz direction

Ub 5 bulk mean-velocity
L 5 test section length
D 5 height and width of passage legs,D5100 mm

DH 5 hydraulic diameterDh5D
B 5 thickness of divider plate
P 5 rib pitch
e 5 rib height
S 5 section length in bend at 90 deg section
a 5 heat transfer coefficient
l 5 plexiglas thermal conductivity
L 5 l/(r•Cp) Plexiglas thermal diffusivity
T 5 (TLC2Ti)/(TG2Ti) dimensionless temperature
f 5 DP/L•DH/1/2rUb, in

2 5friction factor
Nu 5 Nusselt number
St 5 Nu/(Re•Pr)5Stanton number
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